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(A.14)

Defining [a]i =
√∑

l
(pli(1)− pli(2))

2 and considering matrix A
defined in Theorem 2, we obtain Aa ≤ 0. Therefore, if matrix A is
a P-matrix, we have a = 0 and, hence, the proof.
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Beam Tracking for Interference Alignment in
Time-Varying MIMO Interference Channels: A

Conjugate-Gradient-Based Approach

Junse Lee, Heejung Yu, and Youngchul Sung

Abstract—In this paper, an adaptive beam tracking algorithm for in-
terference alignment (IA) in time-varying multiple-input–multiple-output
(MIMO) interference channels is presented. It is shown that obtaining a
set of interference-aligning transmit beamforming matrices is equivalent
to minimizing a certain Rayleigh quotient, and an approach based on
the conjugate gradient (CG) method combined with metric projection is
applied to this minimization problem to construct an adaptive algorithm
for interference-aligning beam design. The convergence of the proposed
algorithm in static channels is established, and the steady-state behavior
of the proposed algorithm in time-varying channels is investigated by
numerical simulations. The performance of the proposed algorithm is
evaluated numerically, and numerical results show that the proposed
algorithm performs well with low computational complexity.

Index Terms—Adaptive algorithm, conjugate gradient (CG), interfer-
ence alignment (IA), metric projection, Rayleigh quotient.

I. INTRODUCTION

Since Cadambe and Jafar showed that interference alignment (IA)
achieves the maximum number of degrees of freedom in multiuser
interference channels [2], many practical and efficient beam design
algorithms for IA have been developed for static multiple-input–
multiple-output (MIMO) interference channels (see, e.g., [3]–[6]). In
this paper, we consider the beam design for IA in time-varying MIMO
interference channels. In the time-varying channel case, designing a
set of interference-aligning beamforming matrices at each time step
requires high computational complexity if it is designed by applying
one of the existing beam design algorithms devised for static chan-
nels to each time step afresh. To eliminate this heavy computational
burden in the time-varying case, Yu et al. proposed an efficient beam
tracking algorithm for IA [7] based on the eigenvector perturbation
theory and their work of a least squares approach to IA [6]. In their
method, the beam solution at one time step is obtained as the sum
of that at the reference time step and a perturbation term derived
from the channel difference between the two time steps. However, the
tracking method is not a purely adaptive algorithm and periodically
requires full eigendecomposition to provide a reference beam solution
to which the perturbation term is added at each time step during the
tracking interval, and shows performance degradation in the case of
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multiple data streams per user. In this paper, we propose a new purely
adaptive beam design algorithm for IA that works in both static and
slowly fading MIMO interference channels and performs well even
in the multiple-stream case based on our previous work [1]. The new
algorithm is also based on the least squares approach to IA in [6], but
here, we modify the conjugate gradient (CG) descent method [8] by
incorporating metric projection, and we apply the modified CG method
to obtain an updated beam solution.

Vectors and matrices are written in boldface with matrices in capi-
tals. All vectors are column vectors. For matrix A, AT , AH , and A†

indicate the transpose, Hermitian transpose, and pseudoinverse of A,
respectively. vec(A) denotes the vector composed of the columns of
A. C(A) and C⊥(A) denote the column space of A and its orthogonal
complement, respectively. We use ‖a‖ for the 2-norm of vector a. I
and 0 stand for the identity and all-zero matrices, respectively. No-
tation x ∼ CN (μ,Σ) means that x is complex Gaussian distributed
with mean vector μ and covariance matrix Σ.

II. SYSTEM MODEL AND PRELIMINARIES

We consider a K-pair Nr ×Nt MIMO interference channel in
which transmitters and receivers have Nt and Nr antennas, respec-
tively. In this interference network, the received signal at receiver k at
time n is given by

yk[n]=Hkk[n]Vk[n]sk[n]+

K∑
l=1, l �=k

Hkl[n]Vl[n]sl[n]+nk[n] (1)

where Hkl[n] is the Nr ×Nt MIMO channel matrix at time n from
transmitter l to receiver k; Vl[n] and sl[n] are the Nt × dl beamform-
ing matrix and the dl × 1 signal vector at transmitter l, respectively;
and nk[n] ∼ CN (0, σ2I) is the zero-mean complex Gaussian noise
vector at receiver k. We assume that d1 = · · · = dK = d (≥ 1) and
that the channel information is known to the transmitters and the
receivers. For the time-varying channel model, we consider the widely
used Gauss–Markov channel model given by [9]

Hkl[n+ 1] = βHkl[n] +
√

1 − β2Wkl[n+ 1] (2)

for each (k,l), whereβ(∈ [0,1]) is the fading coefficient, vec(Wkl[n+
1]) ∼ CN (0, I), and vec(Hkl[0]) ∼ CN (0, I) [Wkl[n+ 1] and
Hkl[0] are both independent over (k, l)].

Whereas the condition for IA is expressed as a set of bilinear
equations in [10], the same condition can be expressed as a system

of linear equations with dummy variables, which is given by [6]

H̃[n]v[n] = 0 (3)

where v[n] � [vec(V1[n])
T , . . . , vec(VK [n])T ]T is the KNtd× 1

aggregated beam vector, and H̃[n] is defined as (4), shown at the
bottom of the page, with size K(K − 2)Nrd×KNtd.

The key advantage of this formulation is that a set {V1[n], . . . ,
VK [n]} of beamforming matrices achieving IA in an IA-feasible case
can be obtained by minimizing ‖H̃[n]v[n]‖2 under a norm constraint
on v[n]. When {Akl[n]} are given, the beam vectors are obtained by
solving [6]

min
‖v[n]‖=1

∥∥H̃[n]v[n]
∥∥2

= min
‖v[n]‖=1

vH [n]Φ[n]v[n] (5)

where Φ[n] � H̃H [n]H̃[n]. When {Vl[n]} (which can be constructed
from v[n]) are given, on the other hand, the dummy variables
{Akl[n]} inside H̃[n] are given in closed form by [6]

A1l[n]=(H1l[n]Vl[n])
† H12[n]V2[n]

l = 3, . . . ,K

Akl[n]=(Hkl[n]Vl[n])
† Hk1[n]V1[n],

k, l=2, . . . ,K; l �=k. (6)

Here, {Akl[n]} is determined so that {Akl[n]} is the least squares
solution to minimize ‖H̃[n]v[n]‖2. Thus, a set of interference-aligning
(or, approximately, interference aligning in an infeasible case) beam-
forming matrices can be obtained by solving (5) and (6) iteratively
with a proper initialization of v[n] for given n. It is shown in [7] that
H̃[n] has nullity d with a properly chosen set {Akl[n]} when IA is
feasible, and this set can be found by solving (5) and (6) iteratively.

Note that v[n] = [vec(V1[n])
T , . . . , vec(VK [n])T ]T . Thus, one

might think that obtaining one null vector vm[n] of H̃[n] (or Φ[n])
would yield all d beam vectors for the d streams of each user for
IA. However, this is not true. Due to the special structure of H̃[n],
a null vector vm[n] of H̃[n] has the structure of vm[n] = [aT

m1 ⊗
qT
m1, . . . ,a

T
mK ⊗ qT

mK ]T , where ⊗ is the Kronecker product, amk

has size d× 1, and qmk has size Nt × 1. Hence, the d subvec-
tors for each user obtained from vm[n] are identical after scaling.
However, H̃[n] (or Φ[n]) has nullity d; hence, it has d null vectors
v1[n], . . . ,vd[n]. The d beam vectors for each user can be obtained
from these d null vectors (see [7] for details).

H̃[n] �

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 Id ⊗H12[n] −A13[n]⊗H13[n] 0 · · · 0
0 Id ⊗H12[n] 0 −A14[n]⊗H14[n] · · · 0
...

...
...

...
...

...
0 Id ⊗H12 0 · · · · · · −A1K [n]⊗H1K [n]

Id ⊗H21[n] 0 −A23[n]⊗H23[n] 0 · · · 0
Id ⊗H21[n] 0 0 −A24[n]⊗H24[n] · · · 0

...
...

...
...

...
...

Id ⊗H21[n] 0 0 · · · · · · −A2K [n]⊗H2K [n]
...

...
...

...
...

...
Id ⊗HK1[n] −AK2 ⊗HK2[n] 0 · · · · · · 0

...
...

...
...

...
...

Id ⊗HK1[n] 0 · · · 0 · · · 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(4)
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III. ADAPTIVE BEAM TRACKING FOR

INTERFERENCE ALIGNMENT

Here, we propose an adaptive algorithm for obtaining a set of
interference-aligning beamforming matrices based on (5) and (6).
Since the d beam vectors for each user achieving (approximate) IA are
given by the d eigenvectors of Φ[n] corresponding to the d smallest
eigenvalues,1 we need to find these d eigenvectors in an adaptive man-
ner. First, the smallest eigenvalue and the corresponding eigenvector of
Φ[n] under a unit-norm constraint on the eigenvector are obtained by
simply solving (5). On the other hand, finding the second smallest and
following eigenvalues and eigenvectors needs more elaboration. Note
that Φ[n] is a Hermitian matrix; thus, its eigenvectors are orthonormal
by the spectral theorem. Hence, by the Courant–Fischer theorem, the
eigenvector corresponding to the jth smallest eigenvalue is obtained
by solving

min
v[n]:v[n]⊥{v̆1[n],...,v̆j−1[n]},‖v[n]‖=1

vH [n]Φ[n]v[n] (7)

where v̆1[n], . . . , v̆j−1[n] are the j − 1 eigenvectors of Φ[n] corre-
sponding to the j − 1 smallest eigenvalues. Thus, (5) and (7) should be
solved in an efficient adaptive way. To this end, note first that finding
the smallest eigenvalue and the corresponding eigenvector of Φ[n] in
(5) under the unit-norm constraint on the eigenvector is equivalent to
obtaining the minimum value of the Rayleigh quotient, i.e.,

R (Φ[n],v[n])
Δ
=

v[n]HΦ[n]v[n]

vH [n]v[n]
. (8)

This Rayleigh quotient minimization problem can be adaptively solved
by applying a gradient descent method. Among various descent
methods, we adopt the CG descent, which is suitable for Hermitian
Φ[n], does not require matrix inversion as the Newton method, and
shows fast convergence [8]. On the other hand, in problem (7), the
minimization under the unit-norm constraint part is equivalent to
(8), but we have an additional constraint that v[n] is constrained in
the orthogonal complement of the span of v̆1[n], . . . , v̆j−1[n]. To
solve this problem adaptively, we apply projection to the gradient
descent [11] and propose a projected CG method that consists of two
steps: The first step is a CG descent step for cost reduction, and the
second step is projection of the CG step output onto the orthogonal
complement of the span of v̆1[n], . . . , v̆j−1[n]. Here, tracking of each
of the d smallest eigenvectors is performed sequentially. That is, the
j − 1 eigenvectors v̆1[n], . . . , v̆j−1[n] for the adaptive tracking of the
jth eigenvector come from the adaptive tracking of the first j − 1
eigenvectors. Together with the dummy variable update (6), the CG
descent applied to the minimization of (8) combined with projection
provides an efficient adaptive beam design algorithm for IA in static
and time-varying channels, which is described in Algorithm 1.

Algorithm 1 The CG Algorithm for IA (CGIA)

Require: Initialize {Akl[0]} and v̂1[0], . . . , v̂d[0].
while n = 0, 1, . . . do

Construct Φ[n]=H̃H [n]H̃[n] with {Akl[n−1]} and {Hkl[n]}.
Update v̂1[n], . . . , v̂d[n] as follows.
S = [ ]
for m = 1 to d do
Π⊥

S = (I− S(SHS)−1SH)
v̂m[n] = CG subroutine(v̂m[n− 1],Φ[n],Π⊥

S , N1)
S = [S, v̂m[n]]

1The same eigenvalue is counted according to its geometric multiplicity.

end for
Obtain {Vk[n]} from v̂1[n], . . . , v̂d[n]. (Step ∗) (See [7] for this
step.)
If mod(n,N2) = 0, then update {Akl[n]} by (6). Otherwise,
{Akl[n] = Akl[n− 1]}.

end while

The CG subroutine from [8] is modified to include the projection
step and is described as follows:

CG subroutine (v,Φ,Π⊥
S , N1)

Initialization:x(0)=v, b(0)=0, andλ(0)=(x(0)HΦx(0))/(‖x(0)‖2)
for k = 0, 1, . . . , N1 − 1

Step 1. If k = 0, then r(0) = p(0) = (λ(0)x(0)−Φx(0))/
(‖x(0)‖2).

Step 2. Compute t(k) = ((−B +
√
B2 − 4CD))/(2D), where

B=(p(k)HΦp(k)/‖x(k)‖2)−λ(k)(p(k)Hp(k)/‖x(k)‖2),
C=(p(k)HΦx(k)/‖x(k)‖2)−λ(k)(p(k)Hx(k)/‖x(k)‖2),
and D=(p(k)HΦp(k)/‖x(k)‖2)(p(k)HΦx(k)/‖x(k)‖2)−
(p(k)HΦx(k)/‖x(k)‖2)(p(k)Hp(k)/‖x(k)‖2).

Step 3. Update the desired vector: x(k + 1) = x(k) + t(k)p(k)
Step 4. Projection: x(k + 1) = Π⊥

Sx(k + 1)
Step 5. Compute λ(k+1)=(x(k+1)HΦx(k+1))/(‖x(k+1)‖2)
Step 6. Obtain the residual: r(k + 1) = (λ(k + 1)x(k + 1)−

Φx(k + 1))/(‖x(k + 1)‖2)
Step 7. Update the direction: p(k + 1) = r(k + 1)− (r(k +

1)HΦp(k)/p(k)HΦp(k))p(k)
Output: v′ = x(N1)

In Algorithm 1, a subvector normalization step can be added to
Step ∗ without disturbing the solution structure when IA is feasible.
This is easy to see in the case of d = 1. (In this case, Akl = akl.)
Suppose that v = [vT

1 , . . . ,v
T
K ]T and {akl} are solutions to (3).

Then, v′ = [η1v
T
1 , . . . , ηKvT

K ]T and {ηlakl/ηj , j = 2 if k = 1, j =
1 if k �= 1} are also solutions to (3). This is also valid in the case of
d > 1. In CGIA, we have freedom to design (N1, N2), where N1 is the
number2 of CG updates per time step, and N2 is the period of dummy
variable updates. N1 and N2 should be properly designed to yield a
desired tradeoff between performance and complexity.

IV. ANALYSIS OF CONJUGATE GRADIENT

INTERFERENCE ALIGNMENT

Here, we investigate the properties of the proposed CGIA algorithm.
(For notational simplicity, the time index is omitted if unnecessary.)
First, note that CGIA updates the beam vectors so that the Rayleigh
quotient (8) (or, equivalently, ‖H̃[n]v[n]‖2 under the unit norm con-
straint on v[n]) is minimized. However, the interference metric of
interest is the interference leakage γk at receiver k defined as the
portion of the total interference power leaking into the signal space

[10], i.e., γk
Δ
=
∑Nr

i=d+1
λi(Γk)/

∑Nr

i=1
λi(Γk), where λ1(Γk) ≥

· · · ≥ λNr (Γk) are the ordered eigenvalues of the Nr ×Nr inter-
ference covariance matrix Γk =

∑
l �=k

HklVlV
H
l HH

kl at receiver k.
Here, the subspace spanned by the eigenvectors corresponding to
λ1(Γk), . . . , λd(Γk) is assumed to be the interference subspace, and
the remaining subspace corresponding to λd+1(Γk), . . . , λNr (Γk)
is assumed to be the subspace intended for the desired signal. As
the Rayleigh quotient given by (8) decreases, it is desirable for the

2When N1 = 1, the CG step is simple gradient descent. Thus, when N1 = 1,
the proposed method for each of the d smallest eigenvectors reduces to the
projected gradient method of Goldstein [11]. The proposed algorithm here
can be used to general multiple extreme eigenvector tracking for a Rayleigh
quotient beyond the considered problem here.



IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 63, NO. 2, FEBRUARY 2014 961

TABLE I
COMPUTATIONAL COMPLEXITY FOR THE K-PAIR (Nr, Nt) MIMO IC WITH d DATA STREAMS PER USER (J IS THE NUMBER OF

ITERATIONS TO OBTAIN INITIAL BEAM VECTORS IN THE EIGENDECOMPOSITION PHASE OF THE PERTURBATION APPROACH,
AND LQR IS THE NUMBER OF ITERATIONS FOR THE ITERATIVE QR ALGORITHM)

interference leakage to also decrease. This desired property is shown
in the following proposition.

Proposition 1: For general K and d, if the Rayleigh quotient R in
(8) goes to zero, then the interference leakage γk at receiver k goes to
zero for all k = 1, . . . ,K.

Proof: See the Appendix.
Thus, by making the Rayleigh quotient (8) small, we can make the in-

terference leakage at each receiver small. With the desired property
assured, we now investigate the convergence property of CGIA. The
convergence of CGIA in static channels is established in the following
proposition.

Proposition 2: The CGIA algorithm converges for any initial con-
dition and (N1, N2) for time-invariant channels.

Proof: See the Appendix.
Since CGIA converges for any initialization in static channels,

CGIA is stable in static channels. Next, we consider the stability and
steady-state behavior of the algorithm in time-varying channels. In
the case of standard CG methods, the stability was analyzed in [12].
However, the existing analysis approaches cannot be applied to the
proposed CGIA algorithm since it includes not only the CG step but
also the dummy variable update step. A rigorous proof of stability in
time-varying channels is difficult. However, in [13], under the first-
order AR channel model (2), the stability of CGIA is analyzed in the
case of d = 1 (Akl[n] = akl[n]) under several strong assumptions by
showing that the Rayleigh quotient does not increase as time elapses.
Here, we briefly explain the idea. At the end of time step n, we have
{v[n], akl[n]}, and the corresponding minimum Rayleigh quotient

is determined by Φ(Hkl[n],akl[n])
Δ
= H̃H

(Hkl[n],akl[n])H̃(Hkl[n],akl[n]),

where H̃(Hkl[n1],akl[n2]) denotes the matrix H̃ in (4) constructed with
Hkl[n1] and akl[n2]. At time step n+ 1, first matrix H̃ is perturbed
to become H̃(Hkl[n+1],akl[n]), and then, CGIA updates the beam
vector as v[n+ 1] by finding the minimum eigenvalue and the cor-
responding eigenvector of Φ(Hkl[n+1],akl[n]) with the CG step, After
this CG step, the minimum Rayleigh quotient or, equivalently, the
minimum eigenvalue of Φ(Hkl[n+1],akl[n]) may increase from that of
Φ(Hkl[n],akl[n]). However, the following dummy variable update step
always reduces the minimum Rayleigh quotient by updating {akl[n+
1]} optimally. At the end of time step n+ 1, the minimum Rayleigh
quotient is given by that determined by Φ(Hkl[n+1],akl[n+1]). Thus,

if the increase in the minimum Rayleigh quotient caused by the
change from Φ(Hkl[n],akl[n]) to Φ(Hkl[n+1],akl[n]) after the channel
variation/CG step is compensated for by the decrease in the minimum
Rayleigh quotient caused by the change from Φ(Hkl[n+1],akl[n]) to
Φ(Hkl[n+1],akl[n+1]) after the dummy variable update step, the algo-
rithm is stable and shows the steady-state behavior when these two
quantities are equal. The stability condition can be summarized as

c1
√

1 − β ≤ c2R
(
Φ(Hkl[n+1],akl[n]),v[n+ 1]

))
+ δ (9)

for some δ ≥ 0, where the left-hand side term in (9) denotes an upper
bound on the Rayleigh quotient increase in the channel variation/CG
step obtained by applying perturbation theory to the eigenvalues of
Φ(Hkl[n+1],akl[n]) and the right-hand side (RHS) term of (9) denotes
the reduction in the Rayleigh quotient by the dummy variable update
step obtained by a geometrical interpretation of the update of the
dummy variables under several assumptions. With the expression, it
can be seen that the faster fading rate forms the higher level of steady-
state Rayleigh quotient (or equivalently the interference leakage).
Although some strong assumption in [13] for obtaining (9) may not
be justified, simulations show that CGIA is indeed stable and shows
a good steady-state behavior in most time-varying channels, and the
steady-state interference leakage increases with the mobile speed, as
shown in Section V.

Finally, the complexity of CGIA is analyzed in terms of the number of
complex multiplications. The main advantage of CGIA over the existing
approaches is computational efficiency. The computational complexity
of CGIA and other algorithms including the perturbation approach
[7] and the iterative IA (IIA) algorithm [10] is shown in Table I. For
CGIA, we can make a tradeoff between complexity and performance
by adjusting parameters (N1, N2). For example, in the case of a low
operating SNR and low mobile speeds, it is not necessary to use large
N1. Even with the small number of CG steps, i.e., small N1, the algo-
rithm can achieve a residual interference level lower than the thermal
noise for a normal range of operating SNR, when IA is feasible.

V. NUMERICAL RESULTS

Here, we provide some numerical results to evaluate the perfor-
mance of CGIA. Throughout the simulations, we generated a first-
order Gauss–Markov channel process described in (2) for each user
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Fig. 1. Interference leakage of CGIA for several mobile speeds. (a) K = 4,
Nt = 3, Nr = 2, and d = 1 (N1 = 30, N2 = 1). (b) K = 3, Nt = Nr = 4,
d = 2, and (N1 = 100, N2 = 1).

independently with a carrier frequency of 1 GHz and symbol duration
of 66.7μs (the symbol duration of Third-Generation Partnership Project
Long-Term Evolution) and evaluated the performance of CGIA.

First, to see the convergence speed of CGIA, we ran the algorithm
in two cases: 1) a single stream case of K = 4, Nt = 3, Nr = 2,
and d = 1 for which IA is feasible but does not have a closed-form
solution; and 2) a two stream case of K = 3, Nt = Nr = 4, and
d = 2. Fig. 1(a) and (b) shows the interference leakage obtained by
CGIA as time elapses in the two cases. It is seen that CGIA converges
and then reaches the steady state fast in both the single-stream and two-
stream cases. As expected, the steady-state leakage level is formed at a
higher level for a higher mobile speed. The attained leakage level also
depended on (N1, N2). The (N1, N2) values shown in the figure were
chosen to yield a sufficiently low leakage level around 10−4 ∼ 10−5

at low mobile speeds.
Fig. 2 shows an example of the complexity of several beam design

methods for IA, including the IIA algorithm in [10], the iterative LS
algorithm in [6], and the tracking algorithm based on a perturbation
approach in [7] with eigendecomposition every ten symbols, in the
same setup as that in Fig. 1(a). (The slope of IIA corresponds to
the case of 100 iterations per time step, which showed reasonable
convergence in the considered case.) As shown in Fig. 2, the pertur-
bation approach has the smallest slope; the slopes of the nonrecursive
methods are not comparable to the methods exploiting the channel
coherence. However, the advantage of CGIA over the perturbation
approach is shown in the following.

Fig. 2. Computational complexity example. K = 4, Nt = 3, Nr = 2, and
d = 1 (N1 = 30, N2 = 1).

Fig. 3. Sum-rate performance. CGIA versus the IIA algorithm in [10].
(a) K = 3, Nt = Nr = 2, and d = 1 (N1 = 6, N2 = 1), and K = 4, Nt =
3, Nr = 2, and d = 1 (N1 = 30, N2 = 1). (b) K = 3, Nt = Nr = 4, and
d = 2 (N1 = 100, N2 = 1).

Fig. 3 shows the sum-rate performance of CGIA with respect to
the SNR in three cases: K = 3, Nt = Nr = 2, and d = 1; K = 4,
Nt = 3, Nr = 2, and d = 1; and K = 3, Nt = Nr = 4, and d = 2.
In all the cases, the nonrecursive IIA algorithm in [3] (performed at the
static channel) was used as a performance reference. In this method,
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we ran the IIA algorithm with 1000 iterations, allowing sufficient
convergence. First, the result for the two single-stream cases is shown
in Fig. 3(a). It is shown in Fig. 3(a) that CGIA yields almost the same
performance as the nonrecursive IIA algorithm in the state channel
case (i.e., 0 km/h). (In the static channel case, the two methods used
the same channel.) It is also seen that the performance degradation
of CGIA due to the mobile speed is not significant, when the mobile
speed is low, and the performance degradation is noticeable at a high
SNR and a high mobile speed. Next, the result for the two-stream case
is shown in Fig. 3(b). Here, we considered the nonrecursive IIA algo-
rithm again as a performance reference, the tracking algorithm based
on eigenvector perturbation in [7] (denoted as the least squares with
iteration and tracking (LSINT) algorithm), and CGIA. For LSINT,
eigendecomposition is applied to every ten symbols. In the static case,
the three algorithms used the same channel. It is seen in the static-
channel two-stream case that CGIA performs almost the same as IIA,
whereas LSINT performs a bit worse than the other two algorithms.
It is also shown that the performance degradation due to mobile speed
increase is negligible for CGIA even at high SNR in the two-stream
case. However, LSINT shows severe performance degradation as the
mobile speed increases. Although it is not shown here due to space
limitations, LSINT performs as well as CGIA in the single-stream
case. This means that multidimensional subspace tracking based on
eigenspace perturbation used for LSINT is sensitive, and error quickly
accumulates as time elapses. Thus, CGIA is advantageous for IA beam
tracking in multistream cases.

VI. CONCLUSION

In this paper, we have proposed CGIA for transmit beam track-
ing for IA in time-varying MIMO interference channels. We have
established the convergence of CGIA for static channels and have
numerically investigated its steady-state behavior in the time-varying
channel case. Numerical results show that CGIA converges fast and
performs well for time-varying MIMO interference channels with
significantly reduced computational complexity. CGIA provides an
alternative adaptive algorithm for IA with significant complexity re-
duction and comparable sum-rate performance in time-varying MIMO
interference channels.

APPENDIX

Proof of Proposition 1: Rayleigh quotient R is equivalent to
‖H̃v‖2 under constraint ‖v‖ = 1. Exploiting the structure of H̃ in
(4), we can rewrite ‖H̃v‖2 as

R = ‖H̃v‖2 =

K∑
l=3

∥∥H12V2 −H1lVlA
T
1l

∥∥2

+

K∑
k=2

K∑
l=1,l �=1,l �=k

∥∥Hk1V1 −HklVlA
T
kl

∥∥2
. (10)

(The IA condition (3) is obtained to align the interference from an
unwanted transmitter to receiver 1 to the reference subspace H12V2

and to align the interference from an unwanted transmitter to receiver
k( �= 1) to the reference subspace Hk1V1. Note that matrix Akl is
for subspace equivalence [6].) Now, as R ↓ 0, the interference aligns
since each term in the RHS of (10) is nonnegative; hence, the rank of
the Nr ×Nr interference covariance matrix Γk at receiver k, which
is given by

Γk =

K∑
i �=k

HkiViV
H
i HH

ki

becomes d eventually. Therefore, the smallest Nr − d eigenvalues
of Γk goes to zero as R ↓ 0, along with interference leakage γk at
receiver k for all k by the definition of γk. �

Proof of Proposition 2: First, consider the tracking of the small-
est eigenvalue and the corresponding eigenvector. For given Hkl[n]
and Akl[n], the CG update, which computes the new beam vec-
tor v̂1[n] minimizing the Rayleigh quotient, does not increase the
Rayleigh quotient, i.e.,

R (Φ (Hkl[n],Akl[n− 1]) , v̂1[n− 1])
≥ R (Φ (Hkl[n],Akl[n− 1]) , v̂1[n]) .

Furthermore, given {Vl[n]} constructed from v̂1[n], . . . , v̂d[n], it was
proven in [6] that the dummy variable update (6) does not increase
the Rayleigh quotient since (6) itself is the least squares solution to
minimize the Rayleigh quotient as a function of Akl, i.e.,

R(Φ (Hkl[n],Akl[n−1]) , v̂1[n])≥R(Φ (Hkl[n],Akl[n]) , v̂1[n]).

By the two inequalities, the Rayleigh quotient for the smallest eigen-
vector monotonically decreases for CGIA, regardless of the value of
(N1, N2), but the Rayleigh quotient is lower bounded by zero because
Φ is a semi-positive definite matrix. Thus, the smallest eigenvector and
the corresponding eigenvector of CGIA converges by the monotone
convergence theorem. Next, consider the second smallest eigenvalue
and the corresponding eigenvector v̂2[n]. Since the first eigenvector
v̂1[n] converges, subspace C⊥(v̂1[n]) also converges. Then, we can
apply the same monotone convergence argument to the tracking of the
second smallest eigenvalue and the corresponding eigenvector used in
the proof of the convergence of the first eigenvalue and eigenvector
since the tracking of the second eigenvalue and eigenvector is the same
as that of the first eigenvalue and eigenvector, except that the space is
confined in C⊥(v̂1[n]). We can sequentially apply the same argument3

to the tracking of the mth smallest eigenvalue and eigenvector for
m ≤ d < ∞. �
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Outage and Delay Performance of Generalized Multirelay
Cooperation Protocols Over Rayleigh Fading Channels

Kuang-Hao Liu, Member, IEEE

Abstract—This paper analyzes the performance of generalized mul-
tirelay cooperation (GMRC) protocols, which generalize the conventional
single- and multiple-relay cooperative protocols, by allowing the number
of relays employed in a cooperative cycle to vary with the instantaneous
channel condition. Two variants of GMRC protocols are studied, including
the output-detection GMRC (OD-GMRC) based on a decoding result
and the output-threshold-test GMRC (OT-GMRC) relying on a threshold
test. For both protocols, we derive the average outage probability and
the average delay for completing a cooperative cycle, assuming uncoded
decode-and-forward (DF) relays with multiple receiving antennas.
Through numerical results, we validate the analysis accuracy and iden-
tify the ideal operational mode of GMRC under different network
configurations.

Index Terms—Cooperative communication, delay, incremental relaying
(IR), multiantenna, outage probability.

I. INTRODUCTION

Cooperative relaying has been recognized as an emerging diversity
technique that combats fading effects by leveraging the broadcast na-
ture of wireless transmissions. In cooperative networks, each interme-
diate node forwards their overheard signal to assist the communication
between a source and its destination. Two widely adopted relaying
methods include decode-and-forward (DF) and amplify-and-forward
(AF) schemes. By combining the signals traversing through different
diversity paths, cooperative relaying achieves spatial diversity with
low complexity; thus, it is attractive to the network with size-limited
terminals.

Depending on the number of relays used to assist the source trans-
mission, existing cooperative relaying protocols can be classified into
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two categories. In single-relay cooperation protocols, opportunistic
relaying (OR) [1] receives significant attention because it achieves
the same diversity–multiplexing tradeoff (DMT) as more sophisticated
protocols (e.g., distributed space–time coding [2]) but with lower
implementation complexity.

For multirelay cooperation protocols, Laneman et al. proposed the
incremental relaying (IR) protocol [2], which uses relays for retrans-
mission only after the direct transmission from the source fails. IR is
shown to improve the DMT of fixed relaying (FR) that permanently
uses all relays, regardless of the transmission result over the direct link
[3]. However, IR still suffers spectral efficiency loss because, when the
direct link is weak, all relays will be used to repeat the source infor-
mation. To overcome this shortcoming, incremental OR (IOR), which
combines best relay selection and IR, is considered in [4] and [5].

The given schemes are common in determining whether relays
should be used based on the quality of the direct link. When multiple
relays are available to help, their channel conditions may be also useful
in improving the efficiency of relay cooperation. For example, the
multirelay cooperation protocol proposed in [6] selects partial relays,
with stronger end-to-end channel quality than the other relays, to
forward the source signal. A similar idea is combined with IR in [7]
and [8], where partial relays are used in the first stage. If the destination
can recover the source signal at the end of the first stage, the remaining
relays will not be activated. This scheme, which is referred to as
adaptive IR (AIR), not only makes use of relay retransmission more
efficiently but is also beneficial to reduce resource consumption for
relay cooperation, in terms of bandwidth and power. It is shown in [8]
that AIR is superior to the conventional multirelay cooperation proto-
cols [6] in practical SNR regions with reduced combiner complexity
and feedback overhead for relay selection.

In this paper, we generalize AIR in the context of an uncoded DF
cooperative network with multiantenna relays. Considering different
operational complexity at the destination, we study two protocols,
which we call the output-detection generalized multirelay coopera-
tion (OD-GMRC) protocol and the output-threshold-test GMRC (OT-
GMRC). They differ from AIR in adapting the number of relays, which
is used to assist the source transmission, to the instantaneous channel
condition. Specifically, we make the following contributions. First,
closed-form expressions for the capacity outage probability of the two
GMRC protocols are derived considering unbalanced link statistics.
Our results capture the spectral efficiency loss due to information rep-
etition; thus, they are more meaningful than those reported in [5] and
[8], which consider SNR outage probability, i.e., a constant indepen-
dent from the number of relays used to repeat the source information.
Second, our analysis is general in the sense that existing protocols such
as FR, IR, and AIR [7]–[9] can be regarded as special cases of GMRC.
Finally, through comprehensive analysis and comparisons, this paper
reveals not only the gain provided by different strategies for using
relays but also the critical effect of feedback overhead for activating
and selecting relays that is often ignored in the previous study. The
remainder of this paper is organized as follows. Section II specifies
the system model and the cooperative relaying schemes studied in this
paper. Performance analysis is conducted in Section III. Section IV
presents the numerical results, and Section V summarizes this paper.

II. SYSTEM MODEL AND PROTOCOLS

Consider a cooperative network where source node s transmits to
destination node d with the aid from K potential relays {ri}K1 per-
forming uncoded DF. Both nodes s and d are single-antenna terminals,
whereas relays are equipped with L antennas. To simplify the analysis,
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