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Abstract—In this paper, the problem of transmit beam de-
sign and user scheduling is investigated for multiuser (MU)
multiple-input single-output (MISO) nonorthogonal multiple ac-
cess (NOMA) downlink. First, Pareto-optimal beam design is
solved for two-user MISO broadcast channels (BCs) with suc-
cessive interference cancelation (SIC), and certain properties of
Pareto-optimal beam vectors are obtained. Based on this result,
a beam design and user scheduling method is proposed for MU-
MISO NOMA. In the proposed method, simultaneously served
users are grouped into multiple clusters with two users in each
cluster, and a hierarchical beam structure composed of zero forcing
intercluster beamforming and two-user Pareto-optimal intraclus-
ter beamforming is applied. The proposed method has the ability
to control the rates of strong and weak users and hence provides
great flexibility to MU-MISO NOMA operation. In addition, the
problem of Pareto-optimal beam design for general M -user MISO
BCs with SIC is solved.

Index Terms—Non-orthogonal multiple access (NOMA), multi-
user MIMO, scheduling, Pareto-optimal design, SIC.

I. INTRODUCTION

NOMA is a promising technology for 5G wireless networks
to increase the spectral efficiency[1]. Unlike conventional

orthogonal multiple access (OMA) which serves multiple users
based on time, frequency and/or spatial domains, NOMA ex-
ploits the power domain that results from unequal channel condi-
tions, under which users with strong channels are basically lim-
ited by degree-of-freedom (DoF) such as bandwidth, but users
with weak channels are limited by noise [2, P. 239]. In NOMA
with such channel conditions, superposition coding at the base
station (BS) and SIC at certain receivers are applied to support
multiple users at the same time/frequency resource block. Ini-
tially, NOMA with a single antenna in both the BS and users
was studied [1], [3]–[8]. Recently, there have been efforts to ex-
tend NOMA to multiple-antenna systems. Unlike conventional
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multiple-antenna downlink systems which can serve as many
users as the number of antennas, more users can be served
in multiple-antenna NOMA systems. Although the possibil-
ity that multiple-antenna NOMA can outperform conventional
multiple-antenna OMA was shown in [9], [10], many important
problems need to be investigated further for multiple-antenna
NOMA. In multiple-antenna NOMA, typically user grouping is
done first by forming clusters as many as the number of transmit
antennas, and then multiple users in each cluster share the spa-
tial dimension and are served in the power domain [11]–[13].
Since the performance of such multiple-antenna NOMA signifi-
cantly depends on the channel conditions of users across clusters
and within each cluster, effective user scheduling and grouping
methods should be devised in order to achieve both MU diversity
and the NOMA gain from unequal channel conditions. In addi-
tion, the problem of optimal beam design and power allocation
compatible to user scheduling should be solved.

A. Related Works

There have been several studies on multiple-antenna NOMA
for cellular downlink especially for MU-MISO downlink, which
is the main focus of this paper. Especially, much work has been
conducted on the case in which two users are grouped and served
by NOMA with consideration of signalling overhead and SIC
error propagation. In [14], beam design was considered for two-
user MISO NOMA downlink to minimize the total transmission
power of BS for given target rates of two users, and the idea
of quasi-degradation was developed. In [11]–[13], a hierarchi-
cal beam structure for MU-MISO NOMA was considered to
provide an approach to sum rate maximization for MU-MISO
NOMA by combining spatial beamforming and NOMA. In the
considered hierarchical structure, simultaneously-served users
are grouped into multiple clusters and two users (one strong user
and one weak user) are assigned to each cluster. Then, the beam
design problem for MU-MISO NOMA was simplified by de-
signing ZF beams based on strong users’ channels and allocating
the same beam to the weak user as the beam of the strong user
in each cluster. Then, two users in each cluster sharing the same
beam are served by two-user NOMA. Under this hierarchical
MU-MISO NOMA model, several user scheduling and cluster-
ing methods were proposed. In [11], highly correlated users are
chosen as candidates to be clustered, and two users having the
largest channel gain difference are assigned to the same cluster.
In [12], strong users are selected by the semi-orthogonal user
selection (SUS) algorithm [15], and then weak users are se-
lected using a matching user selection algorithm by considering
inter-cluster interference (ICI). In [13], a fairness-oriented user
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selection algorithms was proposed by selecting two paired users
based on their NOMA data rate.

There is some work for the case beyond two users in a cluster.
For example, sum-rate maximization was considered for gen-
eral M -user MU-MISO BCs with SIC based on minorization-
maximization in [16]. Unlike [11]–[13], this work directly con-
sidered M users without a hierarchical approach, i.e., only one
cluster withM users is considered. There also exists some study
on multiple-input multiple-output (MIMO) NOMA. For exam-
ple, in [17] the impact of user pairing is analyzed with fixed
power allocation under the assumption that ICI is removed by
multiple receive antennas.

Some part of this work was presented in [18].

B. Contributions

The contributions of this paper are summarized in the below:
� First, in Section III, we solved the Pareto-optimal beam

design and power allocation problem for two-user MISO
BCs in which superposition coding is used at the transmit-
ter and the interference at the strong user is eliminated by
SIC while the interference at the weak user is treated as
noise. The result is based on the existing work for two-
user MISO interference channels [19] with fixed power
allocation. The power allocation part is newly solved for
BCs.

� Second, in Section IV, we derived certain properties of
Pareto-optimal beams and channel conditions for Pareto-
optimality for two-user MISO BCs with SIC in terms of
the channel gains and the angle between channel vectors
of two users. This newly obtained result provides insights
into good channel conditions for two-user MISO BCs with
SIC. Furthermore, the derived results lays foundation for
the proposed beam design, cluster power allocation and
user scheduling method for MU-MISO NOMA.

� Third, in Section V, we developed an efficient user schedul-
ing, beam design and power allocation method for MU-
MISO NOMA downlink based on the hierarchical beam
structure composed of ZF inter-cluster beamforming and
two-user Pareto-optimal intra-cluster beamforming. The
key advantage of the proposed method compared to exist-
ing methods is that the rates of strong users and weak users
can be controlled arbitrarily under intra-cluster Pareto-
optimality and this feature of the proposed method pro-
vides great operational flexibility to NOMA networks.

� Finally, the problem of Pareto-optimal beam design in
general M -user MISO BCs with SIC is newly solved in
Section V. This problem was solved by using a new in-
duction approach to obtain the feasible rate-tuple set for a
general M -user MISO BC with SIC. This result is mean-
ingful as an independent item and can also be used for
NOMA system design.

Notations: Vectors and matrices are written in boldface with
matrices in capitals. All vectors are column vectors. For a ma-
trix A, A∗, AH and AT indicate the complex conjugate, con-
jugate transpose, and transpose of A, respectively, and L(A)
and L⊥(A) denotes the linear space spanned by the columns
of A and its orthogonal complement, respectively. ΠA and
Π⊥A are the projection matrices to L(A) and L⊥(A), respec-
tively. ||x|| represents the 2-norm of vector x. I denotes the
identity matrix. y ∼ CN (µ,Σ) means that random vector y is
circularly-symmetric complex Gaussian distributed with mean
vector µ and covariance matrix Σ.

II. SYSTEM MODEL

We consider a single-cell MU-MISO NOMA downlink sys-
tem with a BS equipped withNt transmit antennas andK single-
antenna users. We assume the following:*

A.1 (User Partition): We assume that the K users in the cell
are partitioned into two user sets:K1 andK2 . Here,K1 consists
of K/2 strong-channel users close to the BS and K2 consists of
K/2 weak-channel users far from the BS.†

A.2 (User Selection and Clustering): We assume that out of
the K users in the cell, 2Kc users are selected and simulta-
neously served for each scheduling interval. This simultaneous
service to 2Kc users is done by formingKc clusters. Each clus-
ter is composed of two users: one from the strong user set K1
and the other from the weak user set K2 . Here, Kc (≤ Nt) is
the number of clusters, and details of user selection shall be
presented in Section V.

A.3 (Hierarchical Beam Design for Selected Users): In order
to exploit both the spatial domain and the power domain in
MU-MISO-NOMA, we consider the hierarchical beam design
approach in which two users in each cluster are served in the
power domain with SIC while multiple clusters are served based
on the spatial domain with inter-cluster beamforming. Under the
assumption, the transmit signal x of the BS for one scheduling
interval is given by

x =
Kc∑

k=1

V(k)
(√

p
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1 s
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where s
(k)
i is the transmit symbol for user i in cluster k

from CN (0, 1), V(k) is the Nt ×Nt inter-cluster beamform-
ing matrix for cluster k, w(k)

1 and w(k)
2 are respectively the

Nt × 1 intra-cluster beamforming vectors for users 1 and 2
in cluster k out of the feasible beamforming vector set W :=
{w | ‖V(k)w‖2 ≤ 1}, and p(k)

i is the power assigned to user i

in cluster k such that p(k)
1 + p

(k)
2 = Pk . Here, Pk is the trans-

mit power allocated to cluster k, satisfying the overall transmit
power constraint

∑Kc

k=1 Pk = PT , where PT is the total BS

transmit power. Then, the received signals y(k)
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2 of the
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*With consideration of signalling overhead and SIC error propagation, we
first consider the case of two users in each cluster in Sections II, III, IV and V,
like in many other works for MU-MISO NOMA, e.g., [11]–[14]. Extension to
the case of more than two users in a cluster is considered in Section VI.
†In this paper, we will not handle user partitioning explicitly. User partitioning

is important for NOMA performance and it can be done based on the channel
norm information and available communication resource blocks.
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where h̃(k)
i denotes the actualNt × 1 (conjugated) channel vec-

tor between the BS and user i in cluster k, and

w
(k)
i

i.i.d.∼ CN (0, (ε(k)
i )2) (4)

is the zero-mean additive white Gaussian noise (AWGN) at user
i in cluster k. Note that the last two terms in each of the right-
hand sides (RHSs) of (2) and (3) are ICI and AWGN. In order to
control ICI, we apply spatial ZF beamforming for inter-cluster
beamforming. However, due to lack of spatial dimensions, we
cannot eliminate ICI completely for all users. Hence, we remove
ICI for the strong users with inter-cluster beamforming to keep
the strong users not interference-limited. With this approach,
the inter-cluster beamforming matrix V(k) is given by

V(k) = Π⊥H̃k
, (5)

where H̃k := [h̃(1)
1 , h̃(2)

1 , . . . , h̃(k−1)
1 , h̃(k+1)

1 , . . . , h̃(Kc )
1 ] under

the assumption that user 1 is the strong user and user 2 is the
weak user in each cluster. With this ZF inter-cluster beamform-
ing, we have h̃(k)H

1 V(k ′) = 0,∀k′ �= k, and the ICI term in (2)
for the strong user disappears.

Remark 1 (Inter-cluster ZF beamforming): The reason for
ZF inter-cluster beamforming is two-fold. First, in NOMA, typi-
cally two users for pairing are selected so that the strong user has
large signal-to-noise ratio (SNR) ||h̃(k)

1 ||2/(ε(k)
1 )2 , whereas the

weak user is noise-limited. If ICI leaks into the received signal of
the strong user, then the high SNR of the strong user would be de-
graded severely down to medium or low signal-to-interference-
plus-noise ratio (SINR) and consequently a significant rate loss
would occur for the strong user. Second, ZF inter-cluster beam-
forming makes overall beam design tractable since it does not
depend on the intra-cluster beam vectors (w(k)

1 ,w(k)
2 ). (The

use of minimum mean-square-error (MMSE) beamforming for
inter-cluster beamforming is compared with the ZF inter-cluster
beamforming case in Section VII. Please see Fig. 8.)

Remark 2 (Design goal and overall procedure): Once the
ICI is controlled and given, the model (2)–(3) is a two-user
MISO BC. Thus, our approach to overall design is to first
investigate the optimal beam design and power allocation for a
two-user MISO BC with SIC at the strong user’s receiver for a
given cluster power in Section III, to derive certain properties
of optimal beams relevant to selection of two users in a cluster
in Section IV, and then to develop a final algorithm for overall
user selection, cluster power allocation and beam design for all
clusters in Section V.

III. TWO-USER MISO BROADCAST CHANNEL WITH SIC:
PARETO-OPTIMAL DESIGN

In this section, we focus on optimal beam vector design and
power allocation for a two-user MISO BC with SIC at the strong
user’s receiver from the perspective of Pareto-optimality. Here,
we assume that the cluster power Pk is given with the problem
of cluster power allocation postponed to Section V-B. With the
cluster index (k) omitted (the index will be used if necessary),
the two-user model (2)–(3) for cluster k is given by

yi = hHi (
√
piwisi +

√
pjwj sj ) + ni i, j ∈ {1, 2}, j �= i,

(6)

where p1 + p2 ≤ Pk with the total power Pk allocated to the
cluster;

ni ∼ CN (0, σ2
i ) (7)

is the sum of ICI and AWGN for user i; and hi is the projected
effective channel of user i (in cluster k) given by

hi = Π⊥H̃k
h̃(k)
i , i = 1, 2 (8)

from (2), (3) and (5) since Π⊥
H̃k

= [Π⊥
H̃k

]H for orthogonal proje-

ction. The feasible set for wi is given byW = {w | ‖w‖2 ≤ 1}
since the Pareto-optimal beam wi under the model (6) lies in
the linear space spanned by h1 = Π⊥

H̃k
h̃(k)

1 and h2 = Π⊥
H̃k

h̃(k)
2

[20], and hence ‖w(k)
i ‖ = ‖Π⊥

H̃k
w(k)
i ‖ = ‖V(k)w(k)

i ‖ for
Pareto-optimal beams.

Under the NOMA framework, we assume that user 1 is
the strong user and user 2 is the weak user, i.e., ‖h1‖2/σ2

1 >‖h2‖2/σ2
2 , and that user 1 decodes the interference from user 2

and subtracts it before decoding its own data while user 2 treats
the interference as noise. With this assumption, the rates of the
two users are given by

R1(w1 , p1) = log2

(
1 +

s1(w1 , p1)
σ2

1

)

R2(w1 ,w2 , p1 , p2)

= log2

(
1+ min

{
r1(w2 , p2)

s1(w1 , p1) + σ2
1
,

s2(w2 , p2)
r2(w1 , p1) + σ2

2

})
, (9)

where the signal power and the interference power are respec-
tively given by

si(wi , pi) := pi |hHi wi |2 and ri(wj , pj) := pj |hHi wj |2 . (10)

Note in (9) that for the rate of user 1, the interference from user
2 is not incorporated due to SIC and the rate of user 2 is bounded
by not only the SINR of user 2 but also the required ’SINR’ for
user 1 to decode the message of user 2 for SIC before decoding
its own data. Then, for the given (effective) channel vectors
(h1,h2) and the cluster power Pk , the achievable rate regionR
of the two-user MISO-NOMA BC is defined as the union of the
rate-tuples that can be achieved by all feasible beam vectors and
power allocation:

R :=
⋃

(w1 ,w2 )∈W2

p1 ,p2 : p1 ,p2≥0,
p1 +p2 =Pk

(R1(w1 , p1), R2(w1 ,w2 , p1 , p2)). (11)

The Pareto boundary of the rate regionR is the outer bound-
ary of R for which the rate of any one user cannot be in-
creased without decreasing the rate of the other user and Pareto-
optimality has been used widely as a general optimal beam
design criterion for MU-MISO networks with linear precoding
[21]. A pair of beam vectors (w1 ,w2) not achieving a Pareto-
boundary point is not optimal since both users’ rates can be
increased by a better designed beam pair. Note that the sum-rate
optimal point is one of the points on the Pareto-boundary where
the Pareto-boundary and the minus 45◦-degree line touch in the
(R1 , R2) plane, and the Pareto-optimality provides a general
optimality criterion beyond the sum-rate optimality because we
can change the rate operating point arbitrarily and optimally. It
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is known that the Pareto-boundary can be found by maximizing
R2 for each given feasible R∗1 [21], i.e.,

max
(w1 ,w2 )∈W2

p1 ,p2 : p1 ,p2≥0, p1 +p2 =Pk

R2(w1 ,w2 , p1 , p2)

subject to R1(w1 , pi) = R∗1 . (12)

By exploiting the relationship between the rates and the SINRs
in (9), the problem (12) can be rewritten in terms of SINR as

max
(w1 ,w2 )∈W2

p1 ,p2 : p1 ,p2≥0,
p1 +p2 =Pk

γ2 := min
{

r1(w2 , p2)
s1(w1 , p1) + σ2

1
,

s2(w2 , p2)
r2(w1 , p1) + σ2

2

}

subject to
s1(w1 , p1)

σ2
1

= γ∗1 , (13)

where γ∗1 is a given feasible target SINR for user 1. An efficient
solution to the problem (13) exploits an efficient parameteriza-
tion of the beam vectors w1 and w2 . Note that the number of
design variables in w1 and w2 is 2Nt complex numbers. How-
ever, one can realize that it is sufficient that both beam vectors
are linear combinations of h1 and h2 (equivalently, Πh2 h1 and
Π⊥h2

h1). A component in the beam vector not in the span of h1
and h2 does not affect either the signal power or the interference
power and hence does not affect either R1 or R2 [22]. Thus, it
is known from [20] that the Pareto-optimal beam vectors for the
problem (13) can be parameterized as [19], [20]

w1(α1 , β1) = α1
Πh2 h1

‖Πh2 h1‖ + β1
Π⊥h2

h1

‖Π⊥h2
h1‖

, (14)

w2(α2) = α2
Πh1 h2

‖Πh1 h2‖ +
√

1− α2
2

Π⊥h1
h2

‖Π⊥h1
h2‖

, (15)

where

(α1 , β1) ∈ F := {(α, β)|α, β ≥ 0, α2 + β2 ≤ 1}, α2 ∈ [0, 1].

Unlike the conventional parametrization without SIC in which
both users use full power [21], [23], in the parameterization
(14)–(15) user 1 may not use full power whereas user 2 uses full
power. This is because full power use of user 2 helps both SIC
at user 1 and its own SINR at user 2, but full power use of user
1 is beneficial for its own rate but detrimental to user 2’s rate
since user 2 treats interference as noise. Substituting (14)–(15)
into (10), we have

s1(w1) = p1
(
α1‖Πh2 h1‖+ β1‖Π⊥h2

h1‖
)2

= p1‖h1‖2(
√
θα1 +

√
1− θβ1)2 (16)

r2(w1) = p1α
2
1
|hH2 h1 |2
‖Πh2 h1‖2 = p1‖h2‖2α2

1 (17)

s2(w2) = p2‖h2‖2(
√
θα2 +

√
1− θ

√
1− α2

2)
2 (18)

r1(w2) = p2α
2
2
|hH2 h1 |2
‖Πh1 h2‖2 = p2‖h1‖2α2

2 , (19)

where the angle parameter θ between two effective channel
vectors h1 and h2 is defined as

θ :=
|hH1 h2 |2
‖h1‖2‖h2‖2 ∈ [0, 1]. (20)

Substituting (16)–(19) into the problem (13) and taking square-
root operation yield the equivalent problem of (21)–(22), shown
at the bottom of the this page. For later use, we define the
following channel quality factor λi and the normalized target
SINR value for user 1, Γ:

λi :=
||hi ||2
σ2
i

, i = 1, 2,

Γ := γ∗1/λ1 ∈ [0, Pk ]. (23)

Here, λi indicates the SNR quality of user i’s channel, whereas
θ in (20) is a measure of the angle between the two users’
channels. Note that the actual target SINR for user 1 γ∗1 is given
by γ∗1 = Γλ1 and the feasible range for Γ is Γ ∈ [0, Pk ], where
the maximum Pk occurs when w1 = h1/||h1 || and p1 = Pk
since γ1 = s1(w1 , p1)/σ2

1 = p1 |hH1 w1 |2/σ2
1 .

The optimization problem (21)–(22) with fixed power alloca-
tion p1 = p2 = 1 was solved in [19] under the framework of a
two-user MISO interference channel. In the MISO interference
channel case, two transmitters in the network neither cooperate
nor share transmit power and hence the two transmit power val-
ues p1 and p2 are fixed. On the other hand, in the MISO BC
case the two power values p1 and p2 can be designed at the BS
under the constraints p1 , p2 ≥ 0 and p1 + p2 = Pk to maximize
the performance.

A. Pareto-Optimal Beam Design in Two-User MISO BC With
SIC With Power Allocation

In this section, we consider the problem (21)–(22) of Pareto-
optimal beam design and power allocation for the two-user
MISO-NOMA BC. We obtain the solution to this problem by
exploiting the result in [19]. Note that once the power allocation
values p1 and p2 are fixed, the corresponding optimal solution
can be obtained from [19]. Therefore, we represent the optimal
solution as a function of power allocation and then optimize
the power allocation. For given p1 ∈ [0, Pk ], first, note that α1
appears only in the constraint (22) and the denominator in the
second term in the RHS of (21). Thus, optimal α1 can be found

max
(α1 ,β1 )∈F
α2 ∈[0,1]
0≤p1≤Pk

γ2 = min

{√
Pk − p1‖h1‖α2√
σ2

1 (1 + γ∗1)
,

√
Pk − p1‖h2‖(

√
θα2 +

√
1− θ

√
1− α2

2)√
p1‖h2‖2α2

1 + σ2
2

}
(21)

subject to
√
p1‖h1‖(

√
θα1 +

√
1− θβ1) =

√
γ∗1σ

2
1 . (22)
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by solving the following problem:

min
(α1 ,β1 )∈F

α1

subject to
√
p1‖h1‖(

√
θα1 +

√
1− θβ1) =

√
γ∗1σ

2
1 , (24)

and the corresponding solution is given by α∗1(p1) =
{
0 if Γ ≤ p1(1− θ),√
θΓ/p1 −

√
(1− θ)(1− Γ/p1) if Γ > p1(1− θ). (25)

Then, optimal β∗1(p1) can be obtained from (22) by using
α∗1(p1). Furthermore, optimal solution α∗2 to (21)–(22) can be
obtained as a function of p1 (detailed derivation can be founded
in [24] based on the result in [19]):

α∗2(p1) =

⎧
⎪⎪⎨

⎪⎪⎩

1 if p1 ∈ P1 ,
c(p1 )√

c2 (p1 )+[a(p1 )−b(p1 )]2
if p1 ∈ P2 ,

b(p1 )√
b2 (p1 )+c2 (p1 )

=
√
θ if p1 ∈ P3 ,

(26)

where

a(p1) :=
√
Pk − p1

‖h1‖√
σ2

1 (1 + γ∗1)
, (27)

b(p1) :=
√
Pk − p1

‖h2‖
√
θ√

p1‖h2‖2(α∗1(p1))2 + σ2
2

, (28)

c(p1) :=
√
Pk − p1

‖h2‖
√

1− θ√
p1‖h2‖2(α∗1(p1))2 + σ2

2

. (29)

and P1 := {p1 |a(p1) ≤ b(p1)}, P2 := {p1 |b(p1) < a(p1) ≤ b
(p1) + c2(p1)/b(p1)}, and P3 := {p1 |a(p1)>b(p1)+ c2(p1)/
b(p1)}, and the corresponding SINR for user 2 γ∗2(p1) is given
by γ∗2(p1) =
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

γ
∗(1)
2 (p1) = (Pk − p1)

‖h1 ‖2
σ 2

1 (1+γ ∗1 ) if p1 ∈ P1 ,

γ
∗(2)
2 (p1) = (Pk − p1)

‖h1 ‖2
σ 2

1 (1+γ ∗1 ) [α
∗
2(p1)]2 if p1 ∈ P2 ,

γ
∗(3)
2 (p1) = (Pk − p1)

‖h2 ‖2
‖h2 ‖2 p1 [α∗1 (p1 )]2 +σ 2

2
if p1 ∈ P3 .

(30)
With the optimal design variables α1 , β1 and α2 expressed as
functions of p1 , the original problem (21)–(22) finally reduces to

max
0≤p1≤Pk

γ∗2(p1), (31)

where γ∗2(p1) is given by (30). Note that if we knew which γ∗(i)2
in (30) to use for optimization by directly computing a(p1),
b(p1), c(p1) and their relationship, it would be easy to solve the
problem (31). However, the parameters a(p1), b(p1) and c(p1)
to determine γ∗(i)2 to use are functions of the design variable p1 .
Nevertheless, this is possible and the following proposition is
useful in solving (31).

Proposition 1: For given h1 , h2 , σ2
1 , σ2

2 , Pk and γ∗1 , we
have the following regarding the optimal solution popt1 to
the problem (31). If θΓ < τ or if θΓ ≥ τ ≥ 0 and Pk ≥
Γ + 1

1−θ (
√
θΓ−√τ)(√θΓ + 1

λ2
√
τ
), then popt1 ∈ P2 . Other-

wise, popt1 ∈ P3 . Here, τ := θ−1
(
λ−1

1 + Γ
)− λ−1

2 , and Γ and
λi are defined in (23).

Proof: See Appendix. �
Due to Proposition 1 we know which of the three cases in (30)

is applicable to the given combination of h1 , h2 , σ2
1 , σ2

2 , Pk ,

Algorithm 1: Pareto-optimal design for 2-user MISO-BC
with SIC.

1: function [
√
p1w1 ,

√
p2w2 ] = D(h1 ,h2 , σ

2
1 , σ

2
2 , γ

∗
1 , Pk)

2: λ1 = ‖h1‖2/σ2
1 , λ2 = ‖h2‖2/σ2

2 ,

3: θ = |hH
1 h2 |2

‖h1 ‖2 ‖h2 ‖2 , Γ = γ∗1/λ1 , and

4: τ = θ−1
(
λ−1

1 + Γ
)− λ−1

2
5: if θΓ < τ then
6: obtain popt1 maximizing γ∗(2)

2
7: else if τ ≥ 0 and
8: Pk ≥ Γ + 1

1−θ (
√
θΓ−√τ)

(√
θΓ + 1

λ2
√
τ

)
then

9: obtain popt1 maximizing γ∗(2)
2

10: else
11: obtain popt1 maximizing γ∗(3)

2
12: end if
13: Obtain α∗1 , β

∗
1 and α∗2 using (25), (22) and (26) with

p1 = popt1 , and obtain w1 and w2 from (14) and (15)
with α∗1 , β

∗
1 and α∗2 .

14: end function

Fig. 1. Pareto-boundary: fixed power versus power allocation (‖h1‖2/σ2
1 =

20, ‖h2‖2/σ2
2 = 3, θ = 0.5 and Pk = 2).

and γ∗1 . Once the set Pi to which popt1 belongs is determined,
optimal popt1 can be found by maximizing the corresponding

γ
∗(i)
2 (p1) in (30) with respect to p1 . A closed-form solution from

solving dγ
∗( i )
2 (p1 )
dp1

= 0 seems complicated but the solution can
easily be found by a numerical method. The proposed algorithm
to design Pareto-optimal beam vectors and power allocation is
summarized in Algorithm 1. The Pareto-boundary of a two-
user MISO-NOMA BC can be computed by sweeping R∗1 =
log(1 + γ∗1) and computing the corresponding maximum R∗2 =
log(1 + γ∗2). An example is shown in Fig. 1. It is seen that power
allocation significantly enlarges the achievable rate region over
the fixed-power beam-only design and optimal power allocation
is crucial for MISO-NOMA BC.

IV. TWO-USER MISO BROADCAST CHANNELS WITH SIC:
PROPERTIES OF PARETO-OPTIMAL BEAMS

In the previous section, we developed a Pareto-optimal beam
design and power allocation algorithm for given channel vectors
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h1 and h2 . The performance of the Pareto-optimal design is a
function of the two (effective) channel vectors h1 and h2 . In
the conventional ZF downlink beamforming with no SIC at the
receivers, two users with orthogonal channel vectors are pre-
ferred since non-orthogonality between the two channel vectors
reduces the effective SINR of ZF beamforming [15]. However,
in the considered MISO-NOMA framework in which user 1
intends to decode the interference from user 2 and subtracts it
before decoding its own data whereas user 2 treats the interfer-
ence from user 1 as noise, orthogonality between h1 and h2 ,
i.e., θ ≈ 0, and corresponding orthogonal beam vectors w1 and
w2 (see (14) and (15) with h1 ⊥ h2) do not necessarily imply
high performance. Intuitively, if θ is small, user 2 receives less
interference from user 1, but user 1 has difficulty in decoding
the message of user 2 for SIC under the NOMA framework.
In this section, we investigate the properties of Pareto-optimal
beams in the two-user MISO-NOMA BC before proceeding to
overall user scheduling in the next section.

To gain some insight into good channel conditions for two-
user MISO-NOMA BCs, let us first consider the fixed power
allocation case with p1 = p2 = 1 and investigate the impact of
the angle θ between the two channel vectors when the magni-
tudes are given. For given ||h1 ||, ||h2 || and γ∗1 , the SINR of user
2 γ∗2 in (30) can be rewritten as a function of θ as

γ∗2(θ) =

⎧
⎪⎪⎨

⎪⎪⎩

γ
∗(1)
2 (= λ1

1+Γλ1
) for case 1,

γ
∗(2)
2 (θ) (= λ1

1+Γλ1
[α∗2(θ)]

2) for case 2,

γ
∗(3)
2 (θ) (= λ2

λ2 [α∗1 (θ)]2 +1 ) for case 3,

(32)

where

α∗1(θ) =
{

0 if Γ ≤ 1− θ√
θΓ−√(1− θ)(1− Γ) if Γ > 1− θ (33)

α∗2(θ) =

⎧
⎪⎨

⎪⎩

1 for case 1
c(θ)√

c2 (θ)+(a−b(θ))2
for case 2

√
θ for case 3,

(34)

and

a :=
‖h1‖√

σ2
1 (1 + γ∗1)

, (35)

b(θ) :=
‖h2‖

√
θ√

‖h2‖2(α∗1(θ))2 + σ2
2

, (36)

c(θ) :=
‖h2‖

√
1− θ√

‖h2‖2(α∗1(θ))2 + σ2
2

. (37)

Here, case 1, case 2 and case 3 mean the cases of p1 ∈ P1 ,
p1 ∈ P2 , p1 ∈ P3 , respectively, with p1 = p2 = 1. Regarding
optimal θ that maximizes γ∗2(θ) in (32), we have the following
proposition:

Proposition 2: Let λ1 , λ2 and Γ be given. If Γ ∈ [Γ1 , Γ2],
where

Γ1 =
1
2
(
1 + λ−1

2 − λ−1
1
)

− 1
2

√
(1 + λ−1

1 + λ−1
2 )2 − 4λ−1

2 (1 + λ−1
2 )

Γ2 =
1
2
(
1 + λ−1

2 − λ−1
1
)

+
1
2

√
(1 + λ−1

1 + λ−1
2 )2 − 4λ−1

2 (1 + λ−1
2 ), (38)

then optimal θ that maximizes γ∗2(θ) in (32) is given by the
region (39) shown at the bottom of this page, where z1 = λ−1

1 +
1− Γ, z2 = λ−1

2 + 1− Γ, and

θ0 =

⎧
⎨

⎩

λ1
λ2

1
1+Γλ1

, if λ1
λ2

1
1+Γλ1

≤ 1− Γ,

z1 z2 +2Γ(1−Γ)−
√

4Γ(1−Γ)[Γ(1−Γ)+z1 z2−z 2
2 ]

z 2
1 +4Γ(1−Γ) , o.w.

(40)

If Γ /∈ [Γ1 , Γ2], optimal θ is given by the region

{θ | λ2
λ1

(1 + Γλ1) ≤ θ ≤ 1− Γ}
if Γ ≤ λ−1

2 −λ−1
1

1+λ−1
2

and Γ /∈ [Γ1 ,Γ2],

or {θ | ∂γ
( 2 )
2 (θ)
∂θ = 0}

if Γ >
λ−1

2 −λ−1
1

1+λ−1
2

and Γ /∈ [Γ1 ,Γ2].

(41)

Proof. See Appendix. �
From Proposition 2 we obtain a more insightful corollary as

follows:
Corollary 1: Let λ1 , λ2 and Γ be given. When λ1 = λ2 ,

optimal θ for the 2-user MISO BC with SIC is given by the set
{θ | θ0 ≤ θ ≤ 1} with θ0 reduced to

θ0 =

⎧
⎨

⎩

1
1+Γλ1

if 1
1+Γλ1

≤ 1− Γ
z 2

1
z 2

1 +4Γ(1−Γ) if 1
1+Γλ1

> 1− Γ
. (42)

Proof: See Appendix. �
Corollary 1 states that in two-user MISO BCs with SIC with

the same channel magnitudes λ1 = λ2 and the same power
p1 = p2 = 1, two aligned channel vectors are preferred to two
orthogonal channels and channel alignment beyond a certain
angle is all optimal.

Although Proposition 2 and Corollary 1 provide some insight
into good channel conditions in two-user MISO BCs with SIC,
the assumptions for Proposition 2 and Corollary 1 are not valid in
the actual NOMA situation in which power allocation is applied.
Unfortunately, the optimal power popt1 was not obtained in closed
form in the previous section and this puts difficulty on analysis
of the impact of channel angle on the performance. Hence, in the
actual case, to enable analysis we derive the SINR γ∗2 for user
2 as a function of θ by assuming the simple power allocation
method that assigns minimum power p1,min(= γ∗1/λ1 = Γ) to
achieve the target SINR γ∗1 for user 1 and assigns the rest of
power to user 2. The simple power allocation strategy is based

{
θ0 ≤ θ ≤ z1z2 + 2Γ(1− Γ) +

√
4Γ(1− Γ)[Γ(1− Γ) + z1z2 − z2

2 ]
z2

1 + 4Γ(1− Γ)

}
(39)
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Fig. 2. γ∗2 in (43) as a function of θ (λ1 = ‖h1‖2/σ2
1 = 10, γ∗1 = 20, Pk = 10): (a) λ2 = ‖h2‖2/σ2

2 = 10, (b) λ2 = 1, and (c) λ2 = 0.1.

on the assumption that user 1 has a strong channel and is limited
by channel’s DoF such as bandwidth, whereas user 2 with a
weak channel is limited by noise and needs to receive more
power. For this simple power allocation method, substituting
p1 = p1,min = Γ into (30) and applying some manipulation, we
obtain the optimal γ∗2 in closed form, given by

γ∗2 =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Pk −Γ
Γ

1
λ−1

1 Γ−1 +1

[
1 + θ

1−θ

(√
1+λ−1

2 Γ−1 θ−1

1+λ−1
1 Γ−1 − 1

)2
]−1

,

if θ ≤ θ1
Pk −Γ

Γ
1

θ+λ−1
2 Γ−1 , if θ > θ1 ,

(43)

where θ1 := 1
2 [−λ−1

2 Γ−1 +
√
λ−2

2 Γ−2 + 4(λ−1
1 Γ−1 + 1)].

Examples of γ∗2 in (43) as a function of θ are shown in Fig. 2
together with the optimal γ∗2 obtained by running Algorithm 1. It
is seen that the behavior of γ∗2 depends on the relative magnitude
of λ1 and λ2 through the two performance limiting factors: the
SIC processing at user 1 and the SINR of user 2, as seen in (13).
In the case of λ1 = λ2 � 0, the performance of user 2 is not
limited by noise at user 2 but is limited by signal-to-interference
ratio (SIR). Thus, in this case it is preferred that channel vectors
are aligned and more power is allocated to user 2 under the
constraint that the required SINR for user 1 is satisfied. By doing
so, SIC at user 1 is easy and SIR at user 2 is high. Therefore,
it is seen in Fig. 2(a) that the performance increases as θ ↑ 1
. However, in the medium asymmetric case of λ1 > λ2 like
in Fig. 2(b), there is a trade-off between the two performance
limiting factors. When two channels are orthogonal, SIC at user
1 is difficult. On the other hand, when two channels are aligned,
interference from user 1 to user 2 at user 2 is high. Hence, the
performance is good when the two user channels are neither
too orthogonal nor too aligned. This behavior is clearly seen in
Fig. 2(b). Note that in this case, there is a noticeable performance
gap between the optimal power allocation and the simple power
allocation, as seen in Fig. 2(b).

In addition to the above simple power allocation result,
we have another result exploiting the fact λ1 � λ2 in actual
NOMA, given by the following proposition:

Proposition 3: For givenλ1 and γ∗1 , if θ �= 0, then asλ2 → 0,
the optimal power value popt1 → p1,min = Γ; the corresponding
γ∗2 converges to γ∗2 = Pk −Γ

Γ
1

θ+λ−1
2 Γ−1 ; and the beam vectors con-

verge to
√
p1w1 =

√
Γ h1
‖h1 ‖ and

√
p2w2 =

√
Pk − Γ h2

‖h2 ‖ . That
is, both users use matched-filtering beams.

Proof: See Appendix. �

Note that γ∗2 in Proposition 3 coincides with the second for-
mula in (43). This is because θ1 in (43) converges to 0+ as
λ2 → 0 for given λ1 and Γ, and the second formula in (43) is
valid in this case. By Proposition 3, if λ2 is sufficiently small
compared to λ1 , matched filtering beams for both users with
minimum power to user 1 satisfying the target SINR are opti-
mal regardless of the angle between the two channel vectors.
This is because if λ1 � λ2 , the limitation for γ∗2 results from
the SINR of user 2 at user 2. Hence, maximum power should be
delivered to user 2 with matched filtering beam w2 by assign-
ing minimum power to user 1 with matched filtering beam w1 .
Therefore, it is seen in Fig. 2(c) that the simple power allocation
method almost achieves the optimal performance for all θ.

V. OVERALL USER SCHEDULING, BEAM DESIGN AND POWER

ALLOCATION FOR MU-MISO-NOMA DOWNLINK

In this section, we present our user scheduling/pairing, beam
design and cluster power allocation method for MU-MISO-
NOMA downlink under the considered hierarchical beam design
strategy in which ZF is applied for inter-cluster beamforming
and the two-user Pareto-optimal beam design in Sections III and
IV is applied for intra-cluster beamforming. The joint design of
user scheduling, transmission beams and cluster power alloca-
tion is difficult. To circumvent this difficulty, we approach the
problem in two steps. In the first step, we perform user selection
under the assumption of equal cluster power allocation. In the
second step, with the selected users from the first step, we per-
form power allocation and beam design. Although the proposed
two-step approach is suboptimal, it provides an effective solu-
tion to the complicated joint problem of user scheduling, beam
design and cluster power allocation.

A. User Selection

For MU-MISO-NOMA downlink scheduling with the con-
sidered hierarchical beam design strategy, two major aspects
should be taken into account simultaneously to guarantee good
system performance: One is controlling ICI to reduce inter-
ference from other clusters and the other is pairing and beam
design for the paired users in each cluster. Recall that the gain
of NOMA lies in the case that strong users are in the DoF(such
as bandwidth)-limited regime and weak users are limited by
noise [2, P. 239]. In MU-MISO NOMA, the beneficial situation
for NOMA should be maintained, i.e., the high channel quality
for strong users should be maintained by proper interference
control, and low SINRs of weak users should be leveraged by
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assigning more power to weak users. Considering these factors,
we propose a two-step user scheduling-and-pairing method un-
der the assumption that all channel vector information is avail-
able at the BS and the thermal noise variance is known. In the
first step, Kc (≤ Nt) strong users are selected from the strong
user set K1 . This is done by running the semi-orthogonal user
selection (SUS) algorithm [15] targeting selection of Nt users
from the strong user set K1 . Then, the SUS algorithm returns
Kc (≤ Nt) users with roughly orthogonal channel vectors out
of the K/2 users in K1 . Depending on the size |K1 | and the
semi-orthogonality parameter, the SUS algorithm may return
users less than Nt although we target selecting Nt users [15].
We set these Kc users returned by the SUS algorithm as the
Kc strong users in Kc clusters (one user for each cluster). In
the second step, weak users are selected from the weak user
set K2 so that the selected weak users are well matched to the
already selected strong users for good performance based on the
results in Section III and IV. The detail of the proposed method
is described in Algorithm 2.

Remark 3 (Rate control between strong and weak users):
Note that rate control between the strong and weak users for
each cluster can be done by changing the target SINR for the
strong user. For this we defined the parameter Γ as the ratio of
the strong user’s target SINR γ

∗(k)
1 to the strong user’s channel

SNR λ
(k)
1 in (23), i.e., for cluster k

Γk :=
γ
∗(k)
1

λ
(k)
1

=
γ
∗(k)
1

||h(k)
1 ||2/(σ(k)

1 )2
(44)

(The cluster index is now added.) The feasible range of Γk
is given by [0, Pk ], where the value zero corresponds to the
case of no power assigned to the strong user and the maximum
Pk occurs when w(k)

1 = h(k)
1 /||h(k)

1 || and p(k)
1 = Pk . Thus, the

feasible range of Γk varies with the cluster index k when the
cluster power values Pk ’s are different from each other. By
normalizing with Pk , we define the rate control parameter η as

η := Γk/Pk , 0 ≤ η ≤ 1. (45)

Now, controlling the single parameter η common to all clusters,
we can control the rate balance between the strong and weak
users in all clusters. η = 0 corresponds to all power to the weak
users in all clusters and η = 1 corresponds to all power to the
strong users in all clusters. The parameter η appears in the 3rd
line of Step 2 of Algorithm 2.

Remark 4 (Use of effective channels): The computation of
γ∗2(u) and the Pareto-optimal beam design for two users in
each cluster in steps S.2-1 and S.2-2 in Algorithm 2 are based
on the projected effective channels. Note that the projected ef-
fective channels Π⊥

H̃k
h̃(k)

1 and Π⊥
H̃k

h̃(k)
2 lie in L⊥(H̃k ). Thus,

the corresponding Pareto-optimal beams w(k)
1 and w(k)

2 lie in
L⊥(H̃k ) by the property of Pareto-optimal beams (see (14) and
(15))[22], and hence we have w(k)

i = Π⊥
H̃k

w(k)
i , i = 1, 2.

Remark 5 (Dimension of the ZF space): If Kc = Nt , then
H̃k has nullity of one, and Π⊥

H̃k
h̃(k)

1 and Π⊥
H̃k

h̃(k)
2 are aligned,

as shown in Fig. 3 (a). In this case, only Pareto-optimal power
control between the two users in each cluster is applied by the
proposed design method. (Note that Algorithm 1 is still ap-
plicable in case of two aligned input channel vectors.) On the
other hand, if the number Kc of the returned users by the SUS
algorithm in Step 1 is less than Nt (which is often true for large

Algorithm 2: User Selection.
Step 1: Run the SUS algorithm [15] targeting selection of

Nt users from the strong user set K1 . Then, Kc is
determined.

Step 2: Weak user selection
1: Initialization:
2: Actual channel vectors of the users in K2 : g̃1 , . . . , g̃|K2 |.
3: Total power PT and rate-control parameter η are given.
4: Set Pk = PT /Kc,∀k and set Γk = ηPk .
5: Actual channel vectors of the strong users from Step 1:

h̃(1)
1 , . . . , h̃(Kc )

1 .
6: K2 ← {1, . . . ,K/2} �the original weak user set
7: S1 �the set of selected strong users from step 1
8: S2 ← φ �the set of selected weak users

9: Ŵ =

[
Π⊥

H̃ 1
h̃( 1 )

1

||Π⊥
H̃ 1

h̃( 1 )
1 || , . . . ,

Π⊥
H̃K c

h̃(K c )
1

||Π⊥
H̃K c

h̃(K c )
1 ||

]
,

10: W̃1 = [ ] and W̃2 = [ ],
11: Execution loop:
12: for k = 1 to Kc do
13: (S.2-1) Compute γ∗2 for all candidates for the weak
14: user for cluster k.
15: for u = 1 to |K2 | do

σ̂2
u =

∑

l<k

(|g̃Hu W̃1(l)|2 + |g̃Hu W̃2(l)|2)

+
∑

l>k

Pk |g̃Hu Ŵ(l)|2 + ε2u , (46)

where Ŵ(l),W̃1(l) and W̃2(l) are the l-th
16: columns of Ŵ,W̃1 and W̃2 respectively.
17: Compute γ∗2(u) as described in Section III-A
18: or Section IV with

19: λ1 =
‖Π⊥

H̃ k
h̃(k )

1 ‖2
σ 2

1
, λ2 =

‖Π⊥
H̃ k

g̃u ‖2
σ̂ 2
u

, and

20: θ =

∣∣∣∣(Π
⊥
H̃ k

h̃(k )
1 )H (Π⊥

H̃ k
g̃u )

∣∣∣∣
2

‖Π⊥
H̃ k

h̃(k )
1 ‖2 ‖Π⊥

H̃ k
g̃u ‖2

.

21: end for
22: (S.2-2) Select the weak user for cluster k.
23: u∗ = arg max

u∈K2

γ∗2(u)

24: S2 ← S2 ∪ {u∗} and h̃(k)
2 = g̃u∗

25: Run Algorithm 1: [
√
p1w

(k)
1 ,
√
p2w

(k)
2 ]

26: =D(Π⊥
H̃k

h̃(k)
1 ,Π⊥

H̃k
h̃(k)

2 , σ2
1 , σ̂

2
u∗ , λ1Γk , Pk )

27: (S.2-3) Update:
28: W̃1 ← [W̃1 ,

√
p1Π⊥H̃k

w(k)
1 ]

29: W̃2 ← [W̃2 ,
√
p2Π⊥H̃k

w(k)
2 ]

30: K2 ← K2 \ {u∗}
31: end for

Nt with small K[15]), then H̃k has nullity larger than or equal
to two for all k. In this case, the projected effective channels
Π⊥

H̃k
h̃(k)

1 and Π⊥
H̃k

h̃(k)
2 span a 2-dimensional (2-D) space and

the full 2-D Pareto-optimal beam design is applicable for each
cluster, as shown in Fig. 3(b). This is another advantage of the
proposed method over the previous methods [11]–[13] based on
simple spatial ZF beam design ignoring the case ofKc < Nt . In
fact, we can impose the constraint Kc ≤ Nt − 1 intentionally
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Fig. 3. Beam design in the example of Nt = 3: (a) Kc = Nt and (b) Kc = Nt − 1.

in order to exploit the freedom of full 2-D beam design for the
two users in each cluster.

Remark 6 (ICI estimation for weak users): In the step (46)
of computing the power of ICI plus AWGN for each can-
didate weak user for cluster k, already designed beam vec-
tors are used up to cluster k − 1 and the beam estimates
√
Pk

Π⊥
H̃ k + 1

h̃(k + 1 )
1

||Π⊥
H̃ k + 1

h̃(k + 1 )
1 || , . . . ,

√
Pk

Π⊥
H̃K c

h̃(K c )
1

||Π⊥
H̃K c

h̃(K c )
1 || are used for unde-

signed clusters k + 1, . . . ,Kc .
Remark 7 (Effective channel gain loss for strong users and

selection of weak users): Note that there is length reduction from
the actual channel h̃(k)

1 to the effective channel Π⊥
H̃k

h̃(k)
1 of each

strong user. This reduction is the typical effective gain loss as-
sociated ZF, but the loss is not significant because the strong
channels h̃(1)

1 , . . . , h̃(Kc )
1 are semi-orthogonal by the SUS algo-

rithm[15]. Only the weak users experience ICI whereas ICI to
the strong users is completely removed in the proposed method
to be consistent with the NOMA design principle. However,
the weak users are selected by considering all the factors, i.e.,
the ICI, projection onto L⊥(H̃k ) and the friendliness with the
strong users to yield good performance.

B. Cluster Power Allocation and Beam Redesign

In the previous section, we considered user selection and
beam design under the assumption of equal cluster power al-
location, as shown in the fourth line of Step 2 in Algorithm
2. Now, let us consider performance improvement by cluster
power allocation and resulting beam redesign for the given set
of selected strong and weak users from Section V-A. Since the
rate balance between the strong and weak users is determined by
fixing the parameter η in (45) common to all clusters, one rea-
sonable approach to cluster power allocation is to maximize the
cluster sum rate for the given η that is used in the user selection
step. To tackle this problem, we exploit our result Proposition 3
with the assumption of sufficiently unequal channel gains for
strong and weak users. By Proposition 3, the rates of user 1
(the strong user) and user 2 (the weak user) in cluster k can be
expressed as

R
(k)
1 = log2

(
1 + λ

(k)
1 Γk

)

R
(k)
2 = log2

(
1 +

Pk − Γk
Γk

1

θ(k) + (λ(k)
2 )−1Γ−1

k

)
(47)

where Pk is the total power assigned to cluster k, Γk is the nor-
malized target SINR for user 1 in cluster k shown in (44),
λ

(k)
1 = ‖h(k)

1 ‖/(σ(k)
1 )2 , λ

(k)
2 = ‖h(k)

2 ‖/(σ(k)
2 )2 , and θ(k) =

|h(k )H
1 h(k )

2 |2
‖h(k )

1 ‖2 ‖h(k )
2 ‖2 . Here, h(k)

1 (= Π⊥
H̃k

h̃(k)
1 ) and h(k)

2 (= Π⊥
H̃k

h̃(k)
2 )

are the projected effective channel vectors of users 1 and 2 in
cluster k, respectively. Since ICI is cancelled by SIC at user 1,
the variance (σ(k)

1 )2 of ICI plus AWGN of user 1 is the same

as the AWGN variance (ε(k)
1 )2 (see (4) and (7)). However, the

variance (σ(k)
2 )2 of ICI plus AWGN of user 2 is given from (3)

by

(σ(k)
2 )2 = (ε(k)

2 )2

+
∑

k ′ �=k

(
p

(k ′)
1 |h̃(k)H

2 w̃(k ′)
1 |2 + p

(k ′)
2 |h̃(k)H

2 w̃(k ′)
2 |2 |

)
, (48)

where w̃(k)
1 := Π⊥

H̃k
w(k)

1 . Furthermore, Proposition 3 states
that the Pareto-optimal beam vectors in each cluster can be
approximated by

√
p

(k)
1 w̃(k)

1 =
√

Γk
h(k)

1

‖h(k)
1 ‖

,

√
p

(k)
2 w̃(k)

2 =
√
Pk − Γk

h(k)
2

‖h(k)
2 ‖

.

(49)
Based on (45), (48), and (49), (σ(k)

2 )2 can be rewritten as

(σ(k)
2 )2 = (ε(k)

2 )2 + ‖h(k)
2 ‖2

∑

k ′ �=k
Pk ′νk,k ′ (50)

where νk,k ′ := (η |h̃(k )H
2 h(k ′)

1 |2
‖h(k )

2 ‖2 ‖h(k ′)
1 ‖2 +(1− η) |h̃

(k )H
2 h(k ′)

2 |2
‖h(k )

2 ‖2 ‖h(k ′)
2 ‖2 ). Then,

the rates in (47) are expressed in terms of Pk ’s as

R
(k)
1 = log2

(
1 + λ̄

(k)
1 ηPk

)

R
(k)
2 = log2

(
1+

(1− η)λ̄(k)
2 Pk

1+ λ̄
(k)
2 [
∑

k ′ �=k Pk ′νk,k ′+ θ(k)ηPk ]

)
(51)

where λ̄
(k)
i := ||h(k)

i ||2/(ε(k)
i )2 for i = 1, 2. Thus, the cluster

sum rate maximization for given η is formulated as the problem
(52)–(53), shown at the bottom of the next page. The objec-
tive function in (52) can be expressed as the difference of two



SEO AND SUNG: BEAM DESIGN AND USER SCHEDULING FOR NONORTHOGONAL MULTIPLE ACCESS WITH MULTIPLE ANTENNAS 2885

functions, f(P)− g(P), where

f(P) =
Kc∑

k=1

⎡

⎣log2(1 + λ̄
(k)
1 ηPk ) + log2

⎛

⎝1 +

λ̄
(k)
2

⎡

⎣(1− η + ηθ(k))Pk +
∑

k ′ �=k
Pk ′νk,k ′

⎤

⎦

⎞

⎠

⎤

⎦ ,

g(P) =
Kc∑

k=1

log2

⎛

⎝1 + λ̄
(k)
2

⎡

⎣
∑

k ′ �=k
Pk ′νk,k ′ + θ(k)ηPk

⎤

⎦

⎞

⎠ ,

and P := {P1 , . . . , PKc
}. Therefore, the problem (52)–(53) is

equivalent to

min−[f(P)− g(P)], P ∈
{
P | 0 ≤ Pi,

Kc∑

1

Pk ≤ PT
}
. (54)

Note that − log2(·) is a convex function and the inner terms in
the logarithms in f(P) and g(P) are linear functions of P. From
the fact that the sum of convex functions is convex, −f(P) and
−g(P) are convex functions of P. Hence, the problem is a dif-
ference of convex functions programming (DC programming)
[25], and this problem can easily be solved by the prismatic
branch and bound (PBnB) algorithm [26].

Once the new cluster power allocation for all clusters is ob-
tained from (54), we can redesign the intra-cluster beam vectors
{(w(k)

1 ,w(k)
2 ), k = 1, . . . ,Kc} for the already selected users

from Section V-A by using Algorithm 1.

VI. PARETO-OPTIMAL BEAM DESIGN BEYOND THE

TWO-USER CASE

Up to now, we have considered grouping two users in each
cluster. In this section, we consider a general MU-MISO BC
with SIC in which more than two users are grouped in a cluster
and devise a method for designing Pareto-optimal beams in this
general case.

In an M -user MISO BC with beamforming and SIC, the
system model is given by

yj = hHj

(
M∑

i=1

√
piwisi

)
+ nj

= hHj

(
M∑

i=1

w̄isi

)
+ nj , j ∈ {1, 2, . . . ,M}, (55)

where w̄i :=
√
piwi . (The notations are similarly defined like

in Section III.) With the assumption that the users are ordered
according to their channel SNR as ‖h1‖2/σ2

1 ≥ ‖h2‖2/σ2
2 ≥

. . . ≥ ‖hM ‖2/σ2
M , SIC at the receivers is applied such that user

j decodes the interference from usersM,M − 1, . . . , j + 1 and
cancels it. Then, the rates of the users are given by

R1(w̄1) = log2

(
1 +
|hH1 w̄1 |2

σ2
1

)
(56)

Ri(w̄1 . . . , w̄i) = log2
(
1 + min

{
SINRi

1 , . . . ,SINRi
i

})

i = 2, . . . ,M,

where SINRi
j is the required SINR for the signal of user i such

that user j can decode the message of user i, given by

SINRi
j =

|hHj w̄i |
∑i−1

i′=1 |hHj w̄i ′ |2 + σ2
j

. (57)

Here, it is assumed that user j decodes and cancels the mes-
sages in the order of sM , sM−1 , . . . , si . Hence, for SINRi

j the
interference from the messages of users M,M − 1, . . . , i+ 1
are cancelled but the interference from the messages of users
1, 2, . . . , i− 1 remains. Similarly to the two-user case, the
Pareto-optimal beam design problem can be cast as

max
(w̄1 ,...,w̄M )

RM (w̄1 , . . . , w̄M )

subject to R1(w̄1) = R∗1
Ri(w̄1 , . . . w̄i) = R∗i , i = 2, . . . ,M − 1

M∑

i=1

‖w̄i‖2 ≤ P, (58)

where (R∗1 , . . . , R
∗
M−1) is a rate-tuple of given target rates

of users 1, . . . ,M − 1 out of the feasible target rate-tuple set
QM−1 .

In case of a general M -user MISO BC channel, Pareto-
optimal parameterization can be extended from the result in
[27]. However, in the general M -user MISO BC with multi-
user SIC, an efficient parameterization of Pareto-optimal beams
is not straightforward. Hence, we tackle the optimization prob-
lem (58) directly with a convex programming approach. If the
feasible target rate-tuple set QM−1 is known, then (58) can be
solved by using the reformulation technique in [16] and convex-
concave procedure (CCP) [28], and the Pareto-boundary can be
computed. However, it is not straightforward to know QM−1
since the rates depend on the beam vectors and SINR in a
complicated manner. In order to obtain the Pareto-boundary of
the M -user MISO BC with SIC, we introduce an induction
approach to compute the feasible target rate-tuple set QM−1 .
That is, when M = 2, (i.e., the two-user case), Q1 is given by
{R∗1 | 0 ≤ R∗1 ≤ R∗,max

1 }, where R∗,max
1 = log2(1 + ‖h1 ‖2

σ 2
1
P ),

which corresponds to the case that the total power is allocated
only to user 1. In the case of M = 3, Q2 is obtained when
the total power P is allocated only to users 1 and 2. In this

max
{P1 ,...,PK c }

Kc∑

k=1

(
log2

(
1 + λ̄

(k)
1 ηPk

)
+ log2

(
1 +

(1− η)λ̄(k)
2 Pk

1 + λ̄
(k)
2
∑

k ′ �=k Pk ′νk,k ′ + θ(k) λ̄
(k)
2 ηPk

))
(52)

subject to
Kc∑

k=1

Pk ≤ PT . (53)



2886 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 66, NO. 11, JUNE 1, 2018

Fig. 4. Pareto-boundary of a 3-user MISO BC with SIC: Nt = 4, λ1 = 3.1,
λ2 = 0.85, λ3 = 0.06, 10 log10 P = 15.

case, Q2 is given by {(R∗1 , R∗2) | 0 ≤ R∗1 ≤ R∗,max
1 , 0 ≤ R∗2 ≤

R∗,max
2 (R∗1)}, where R∗,max

2 (R∗1) for given R∗1 can be obtained
by D(h1 ,h2 , σ

2
1 , σ

2
2 , 2

R∗1 − 1, P ) in Algorithm 1. Then, Q3 is
computed by solving (58) to obtain maximum R3 for every
(R∗1 , R

∗
2) ∈ Q2 with the total power allocated only to users 1,

2, and 3. In this way of induction, we can obtain the feasi-
ble target rate-tuple set QM−1 for arbitrary M . Once QM−1 is
determined, we can obtain the Pareto-boundary-achieving beam
vectors w̄1 , . . . , w̄M by solving (58) for a given target rate-tuple
in QM−1 . As an illustration, Fig. 4 shows the Pareto-boundary
of a 3-user MISO BC with SIC.

Discussion: In the case that we just construct one cluster
with M users for MU-MISO NOMA, we can simply apply the
proposed M -user Pareto-optimal beam design method. Now,
consider the multi-cluster hierarchical beam design strategy (us-
ing certain inter-cluster beamforming and Pareto-optimal intra-
cluster beamforming) for MU-MISO NOMA with more than
two users grouped in each cluster. Although we know how to
design Pareto-optimal intra-cluster beam vectors, it is not clear
how to design inter-cluster beamforming across multiple clus-
ters in this case. We can still try ZF inter-cluster beamforming
eliminating ICI for some strong users in each cluster. For ex-
ample, suppose thatNt = 8 and three users are grouped in each
cluster. If we cancel ICI only for the strongest channel user
in each cluster by ZF inter-cluster beamforming, maximum 8
clusters can be formulated and hence we can support 24 users.
On the other hand, if we cancel ICI for the strongest and sec-
ond strongest channel users in each cluster, only 4 clusters can
be formulated and hence we can support 12 users in this case.
Although more users can be supported in the first case, the per-
formance of the second strongest user can be degraded severely
from ICI in the first case. Hence, there is a trade-off between
inter-cluster ICI cancellation and the number of supportable
users for ZF inter-cluster beamforming. So, in the case of more
than two users in each cluster, it is more reasonable to handle
ICI not only by transmit beamforming but also by receive beam-
forming by using MIMO. We leave the multi-cluster hierarchical
beam design with general cluster size based on MU-MIMO and
associated user selection as a future work.

VII. NUMERICAL RESULTS

In this section, we provide some numerical results to evaluate
the performance of the proposed scheduling, beam design and

Fig. 5. Total sum rate (K = 50).

power allocation method described in Section V for MU-MISO-
NOMA downlink. The basic simulation setting for the numerical
results in this section is as follows.K NOMA users in a cell was
divided into two subsets K1 and K2 and the AWGN variance
was one for all users, i.e., (ε(k)

i )2 = 1,∀i, k. Each element of
each channel vector in the strong user setK1 withK/2 users was
randomly and independently generated from CN (0, σ2

h,1) with
σ2
h,1 = 1 and each element of each channel vector in the weak

user set K2 with K/2 users was randomly and independently
generated from CN (0, σ2

h,2) with σ2
h,2 = 0.01. (Hence, we have

λ1/λ2 = 100 = 20 dB.)†
First, we evaluated the gain of the proposed method over

conventional SUS-based MU-MISO scheduling [15] and the re-
sult is shown in Fig. 5. The simulation setup for Fig. 5 is as
follows. For the conventional SUS-based MU-MISO schedul-
ing we considered two scheduling intervals. At the first inter-
val, user scheduling out of K1 was performed by running the
SUS algorithm for MU-MISO with Nt transmit antennas and
the scheduled users were served by ZF downlink beamform-
ing[15]. At the second interval, user scheduling out of K2 was
performed by running the SUS algorithm for MU-MISO with
Nt transmit antennas and the scheduled users were served by
ZF downlink beamforming. The average sum rates for K1 and
K2 were obtained by averaging the rates of 1000 independent
channel realizations. For the overall sum rate of the conven-
tional SUS method, the two rates of K1 and K2 were averaged.
For the proposed NOMA method, the same 1000 channel re-
alizations used for the conventional method were used but the
proposed NOMA scheduling was performed over the overall
user set K1 ∪ K2 in a single scheduling interval. For the SUS
algorithm applied separately to K1 and K2 and Step 1 of Al-
gorithm 2, the semi-orthogonality parameter δ (defined in [15])
should be chosen [15] and we used optimal δ for eachK/2 pro-
vided from Fig. 2 of [15]. In addition, for the proposed method,
we need to set the rate controlling parameter η defined in (45)
to balance the rates from the two groups K1 and K2 . Here, η
was chosen properly for each PT . It is seen in Fig. 5 that the

†Such a model is approximately valid in the following scenario. We group
users near the BS as the strong user group and users near the cell edge as
the weak user group and support these two-group users using NOMA in one
resource block, whereas users in the middle of the cell are supported as a separate
group by using a separate resource block.
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Fig. 6. Sum rate versus η: Nt = 8, K = 50 and 10 log10 PT = 15.

proposed MU-MISO NOMA method outperforms the conven-
tional MU-MISO downlink based on the SUS user scheduling.
(The corresponding separate sum rate curves with respect to the
total transmit power for K1 and K2 are available in [24].)

The key feature of our Pareto-optimality-based intra-cluster
beam design is that we have control over the rate operating point.
Hence, we investigated the rate balancing property between the
two groupsK1 andK2 by controlling the rate control parameter
η ∈ [0, 1] defined in (45) (larger η means larger rates for strong
users). Fig. 6 shows the rates of strong and weak users versus η.
The simulation parameters are the same as those for Fig. 5. For
reference, the rates ofK1 andK2 separately obtained by the con-
ventional MU-MISO SUS algorithm are shown. It is seen that
by abandoning the improvement for weak users but maintaining
the weak-user performance at the level of the conventional SUS
method, significant rate gain can be attained for strong users.

Next, we compared the proposed algorithm with existing al-
gorithms proposed for MU-MISO NOMA downlink. We con-
sidered the NOMA-FOUS algorithm in [13] and the NOMA-
ZFBF-UMPS algorithm in [12]. Since the simulation setting is
different from those in [13] and [12], we slightly modified the
two existing algorithms so that the strong user is selected from
K1 and the weak user is selected fromK2 , although the original
two algorithms consider only one set of users. Fig. 7 shows the
resulting 2D plot of strong and weak user rates with varying the
rate control parameter η. As shown in the figure, the proposed
method based on Pareto-optimal intra-cluster beam design can
achieve any combination of the strong and weak user rates along
the red solid line. However, each of the existing methods can
yield only one point in the 2D rate plane and cannot control
the rate balance between strong and weak users. Note that the
rate-tuple points of the existing methods are strictly within the
red solid line achieved by the proposed method. Hence, there
exists net rate gain by the proposed method over the existing
methods in addition to its rate controllability.

Finally, we investigated an MMSE inter-cluster beam design
approach. For the MMSE approach, we used the SUS algo-
rithm to first select the strong users from the strong user set
K1 . (The same set of selected strong users is used for the pro-
posed method.) Based on the selected strong users’ channel
vectors, we designed MMSE beams for the strong users. Then,
the strong user’s beam is shared by the weak user in the same

Fig. 7. 2D plot of strong user rate and weak user rate: Nt = 8, K = 50 and
10 log10 PT = 15.

Fig. 8. Separate sum rate from K1 and K2 (Nt = 8, K = 50).

cluster and the power distribution within each cluster is obtained
to be Pareto-optimal for the same given η as that used for the ZF
inter-cluster beamforming case. Under this beam design strat-
egy, we selected the weak user for each cluster for maximum
performance under the considered setup. Fig. 8 shows the result.
It is seen that indeed there is some gain by the MMSE approach
for the strong users at low SNR. However, as SNR increases, the
strong user performance converges to that of the ZF inter-cluster
beamforming case, as expected. It is interesting to note that
the proposed method combining ZF inter-cluster beamforming
and two-user Pareto-optimal intra-cluster beamforming outper-
forms the considered MMSE approach in terms of the weak
user rate at high SNR. This gain results from the fact that for
Nt = 8 the SUS algorithm generates clusters less than Nt (for
the reason of this, please see Appendix C of [29]), situation
like Fig. 3(b) occurs, and thus the proposed method combin-
ing ZF inter-cluster beamforming and two-user Pareto-optimal
intra-cluster beamforming exploits the 2D design freedom to
construct the intra-cluster beams.

VIII. CONCLUSION

In this paper, we have considered the problem of trans-
mit beam design and user scheduling for MU-MISO NOMA
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downlink and proposed an efficient beam design and user
scheduling method based on a hierarchical beam structure ex-
ploiting both the spatial and power domains available in MU-
MISO NOMA downlink. The proposed method has the ability of
rate control between strong and weak users and hence provides
great flexibility to NOMA network operation.

APPENDIX

Proof of Proposition 1: The set Pi to which popt1 belongs is
dependent on the relationship among a(p1), b(p1) and d(p1) :=
b(p1) + c2(p1)/b(p1), given in terms of Γ, θ and λi by

a(p1) =
√
P − p1

√
‖h1‖2

σ2
1 (1 + γ∗1)

=
√

(P − p1)
λ1

1 + Γλ1
(59)

b(p1) =
√
P − p1

√
‖h2‖2θ

‖h2‖2p1 [α∗1(p1)]2 + σ2
2

=

√

(P − p1)
λ2θ

λ2p1 [α∗1(p1)]2 + 1
(60)

d(p1) =
√
P − p1

√
‖h2‖2/θ

‖h2‖2p1 [α2
1(p1)]2 + σ2

2

=

√

(P − p1)
λ2/θ

λ2p1 [α∗1(p1)]2 + 1
. (61)

The three setsP1 ,P2 andP3 can be rewritten by squaring a(p1),
b(p1) and d(p1) and dropping the common factor (P − p1)
as P1 = {p1 |ā ≤ b̄(p1)}, P2 = {p1 |b̄(p1) < ā ≤ d̄(p1)}, and
P3 = {p1 |ā > d̄(p1)}, where

ā =
λ1

1 + Γλ1
, b̄(p1) =

λ2θ

λ2p1 [α∗1(p1)]2 + 1
, and (62)

d̄(p1) =
λ2/θ

λ2p1 [α∗1(p1)]2 + 1
. (63)

First, we show popt1 /∈ P1 . Let p1,min denote the mini-
mum p1 to achieve γ∗1 with w1 = h1/||h1 ||. Then, p1,min =
γ∗1/λ1 = Γ. Hence, the second condition in (25), i.e., Γ >
p1,min(1− θ) or Γ = p1,min(1− θ) is satisfied since 0 ≤ θ ≤ 1,
and α∗1(p1,min) =

√
θ from (25). Hence, we have

ā =
λ1

1 + Γλ1
=

1
1
λ1

+ Γ
(64)

b̄(p1,min) =
λ2θ

λ2Γθ + 1
=

1
1
θλ2

+ Γ
. (65)

By the NOMA condition λ1 > λ2 , we have 1
λ1
< 1

θλ2
since 0 ≤

θ ≤ 1 and thus ā > b̄(p1,min). In case of Γ = p1,min(1− θ), we
have θ = 0 and thus b̄(p1,min) = 0 and ā > b̄(p1,min). Hence,
p1,min /∈ P1 . Note that ā is constant over p1 . It can be shown
from (25) that the term p1 [α∗1(p1)]2 in the denominator of b̄(p1)
in (62) is monotone decreasing with respect to p1 , and hence
b̄(p1) is monotone increasing with respect to p1 . If ā > b̄(p1)
for all p1 , P1 is empty. Otherwise, there exists p1 , denoted as

p1,a , such that ā = b̄(p1), as p1 increases, given by

p1,a = {p1 |ā = b̄(p1)}

=
{
p1 | λ1

1 + Γλ1
=

λ2θ

λ2p1 [α∗1(p1)]2 + 1

}

= Γ +
1

1− θ
(√

θΓ−
√
θΓ + λ−1

1 θ − λ−1
2

)2

. (66)

At p1 = p1,a , we have γ∗(2)
2 = γ

∗(1)
2 from (30) sinceα∗2(p1) = 1

at the boundary of P1 (p1 ≥ p1,a side) and P2 (p1 < p1,a
side), i.e., ā = b̄(p1). Furthermore, it can be shown that
∂γ
∗( 2 )
2 (p1 )
∂p1

|p1→p−1 , a = −1
c1

, where c1 is a non-negative constant
with respect to p1 . Hence, there exists p1 ∈ P2 such that
γ
∗(2)
2 (p1) > γ

∗(2)
2 (p1,a) = γ

∗(1)
2 (p1,a). Since γ∗(1)

2 is a mono-
tone decreasing function of p1 as seen in (30), optimal γ∗2 does
not occur in P1 , i.e., popt1 /∈ P1 .

Next, we check the condition thatP3 is empty. Since the term
p1 [α∗1(p1)]2 in the denominator of d̄(p1) in (63) is monotone
decreasing with respect to p1 , and thus d̄(p1) is monotone in-
creasing with respect to p1 . Therefore, if ā < d̄(p1,min), then
P3 is empty. Since α∗1(p1,min) =

√
θ from (25) and p1,min = Γ,

the condition is rewritten from (62) and (63) as

ā < d̄(p1,min)⇔ λ1

1 + Γλ1
<

λ2/θ

λ2Γθ + 1
(67)

⇔ θΓ <
1
θ

(
1
λ1

+ Γ
)
− 1
λ2

=: τ. (68)

In this case, P3 = ∅ and popt1 ∈ P2 since popt1 /∈ P1 .
Now assume θΓ ≥ τ . Then, P3 is not empty. Furthermore,

we have a sufficient condition for ∀ p1 ∈ P3 as follows:

d̄(p1) < ā, ∀p1 ⇐ λ2/θ <
λ1

1 + Γλ1
(69)

⇔ 1
θ

(
1
α1

+ Γ
)
− 1
λ2

< 0 (70)

⇔ τ < 0, (71)

because λ2/θ is an upper bound of d̄(p1) (see (63)). In this case,
popt1 ∈ P3 .

Finally, if θΓ ≥ τ and τ ≥ 0, compute p1 , denoted by p1,b ,
such that ā = d̄(p1), given by

p1,b = {p1 |ā = d̄(p1)} (72)

=
{
p1 | λ1

1 + Γλ1
=

λ2/θ

λ2p1 [α∗1(p1)]2 + 1

}
(73)

= Γ +
1

1− θ
(√

θΓ−√τ
)2
. (74)

If

P < p1,b , (75)

then ā > d̄(p1) for p1 ≤ P since d̄(p1) is a monotone increasing
function of p1 . Hence, in this case, ∀p1 ∈ P3 and popt1 ∈ P3 . On
the other hand, if p1,b ≤ P , we have both nonempty P2 =
{p1 ≥ p1,b} and P3 = {p1 < p1,b}. In this case, we compute
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the derivatives of γ∗(2)
2 and γ∗(3)

2 at point p1,b , which are given
by

∂γ
∗(2)
2

∂p1

∣∣∣∣∣
p1 =p+

1 , b

= c2

[(
λ2
√
τ

1− θ√
θΓ−√τ

)
P

−
(
λ2
√
τ

1− θ√
θΓ−√τ · Γ + λ2

√
τ ·
√
θΓ + 1

)]

∂γ
∗(3)
2

∂p1

∣∣∣∣∣
p1 =p−1 , b

= c3

[(
λ2
√
τ

1− θ√
θΓ−√τ

)
P

−
(
λ2
√
τ

1− θ√
θΓ−√τ · Γ + λ2

√
τ ·
√
θΓ + 1

)]
,

where c2 and c3 are non-negative constants. The two derivatives
have the same sign. If the two derivatives are positive, then γ∗2
increases as p1 crosses p1,b from the left to the right and hence
popt1 ∈ P2 . Otherwise, γ∗2 increases as p1 crosses p1,b from the
right to the left and hence popt1 ∈ P3 . Equivalently, we have

popt1 ∈ P2 if P ≥ Γ +
1

1− θ (
√
θΓ−√τ)

(√
θΓ +

1
λ2
√
τ

)

popt1 ∈ P3 if P < Γ +
1

1− θ (
√
θΓ−√τ)

(√
θΓ +

1
λ2
√
τ

)
.

(76)

Since p1,b = Γ + 1
1−θ (
√
θΓ−√τ)2 < Γ + 1

1−θ (
√
θΓ−√τ)

(
√
θΓ + 1

λ2
√
τ
), the set {P < p1,b} mentioned in (75) is a

subset of the set {P < Γ + 1
1−θ (
√
θΓ−√τ)(√θΓ + 1

λ2
√
τ
)}.

Thus, the case of P < p1,b is covered by (76). The only
two cases for popt1 ∈ P2 are [θΓ < τ ] or [θΓ ≥ τ ≥ 0 and
P ≥ Γ + 1

1−θ (
√
θΓ−√τ)(√θΓ + 1

λ2
√
τ
)]. Hence, the claim

follows. �
To prove Proposition 2, we introduce the following lemma.
Lemma 1: Define

N1 := {θ | a ≤ b(θ)} (77)

N2 := {θ | b(θ) < a ≤ b(θ) + c2(θ)/b(θ)} (78)

N3 := {θ | a > b(θ) + c2(θ)/b(θ)}, (79)

where a, b(θ) and c(θ) are defined in (35)–(37) Then, for given
λ1 , λ2 and Γ, every θ inN1 achieves the same optimal γ∗2(θ) in
(32), if N1 is not empty.

Proof: Let us assume that N1 is not empty. For every
θ ∈ N1 , γ∗2(θ) = γ

∗(1)
2 == λ1

1+λ1 Γ . From the fact that γ∗(1)
2 =

λ1
1+λ1 Γ and γ∗(2)

2 (θ) = λ1
1+λ1 Γ [α∗2(θ)]

2 , and 0 ≤ α∗2(θ) < 1 for

θ ∈ N2 , it is obvious that γ∗(2)
2 (θ) < γ

∗(1)
2 for all θ ∈ N2 .

Hence, γ∗2(θ) for θ ∈ N2 is less than γ∗2(θ) for θ ∈ N1 .

Furthermore, for any θ ∈ N3 , we have γ
∗(3)
2 (θ)

(a)
=

λ2
λ2 [α∗1 (θ)]2 +1

(b)
≤ λ2 /θ

λ2 [α∗1 (θ)]2 +1
(c)
= [b(θ) + c2(θ)/b(θ)]2

(d)
<

a2 (e)
= γ

∗(1)
2 . Here, step (a) is by (32), step (b) holds because

θ ∈ [0, 1], step (c) is by direction computation based on b(θ)
and c(θ), step (d) holds because θ ∈ N3 , and step (e) is by (32).
Consequently, we have the claim. �

Proof of Proposition 2: The necessary and sufficient condi-
tion for N1 defined in (77) being non-empty is given by

a2 ≤ max
0≤θ≤1

b2(θ), (80)

where

a2 =
λ1

1 + Γλ1
, b2(θ) =

λ2θ

λ2 [α∗1(θ)]2 + 1
, c2(θ)

=
λ2(1− θ)

λ2 [α∗1(θ)]2 + 1
. (81)

Since b(θ) is maximized at θ = [λ2 (1−Γ)+1]2

λ2
2 Γ(1−Γ)+[λ2 (1−Γ)+1]2 and the

corresponding maximum value is max0≤θ≤1 b
2(θ) = λ2(1 +

λ2 Γ
λ2 +1 ), the condition (80) becomes

λ1

1 + λ1Γ
≤ λ2

(
1 +

λ2Γ
λ2 + 1

)
⇐⇒ Γ1 ≤ Γ ≤ Γ2 ,

where

Γ1 :=
1
2
(
1 + λ−1

2 − λ−1
1
)

− 1
2

√
(1 + λ−1

1 + λ−1
2 )2 − 4λ−1

2 (1 + λ−1
2 )

and

Γ2 :=
1
2
(
1 + λ−1

2 − λ−1
1
)

+
1
2

√
(1 + λ−1

1 + λ−1
2 )2 − 4λ−1

2 (1 + λ−1
2 ).

In the case of non-empty N1 , by substituting α∗1(θ) in (33) or
(85) into b2(θ), b2(θ) is given by

b2(θ) =

⎧
⎨

⎩

λ2θ if θ ≤ 1− Γ

λ2 θ

λ2 [
√
θΓ−
√

(1−θ)(1−Γ)]2 +1
if θ > 1− Γ

(82)

When θ ≤ 1− Γ, b2(θ) is linear and it can be shown that b2(θ)
is quasi-concave function when θ > 1− Γ§. If a2 > λ2(1− Γ),
there doesn’t exist θ satisfying a2 ≤ λ2θ (for θ ≤ 1− Γ) and

§When θ > 1 − Γ, b2 (θ) can be written as f 2 (θ)/g(θ), where f (θ) =√
λ2 θ and g(θ) = λ2 [

√
θΓ −

√
(1 − θ)(1 − Γ)]2 + 1. Since f (θ) is the

concave function and g(θ) is the convex function (it can be proved easily
by taking secondary derivative), we can conclude that f 2 (θ)/g(θ) is quasi
concave [30].

{
θ | z1z2 + 2Γ(1− Γ)−

√
4Γ(1− Γ)[Γ(1− Γ) + z1z2 − z2

2 ]
z2

1 + 4Γ(1− Γ)
≤ θ ≤ z1z2 + 2Γ(1− Γ)+

√
4Γ(1− Γ)[Γ(1− Γ) + z1z2 − z2

2 ]
z2

1 + 4Γ(1− Γ)

}
.

(83)
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hence the setN1 = {θ | a2 ≤ b2(θ)} is given by (83), shown at
the bottom of the previous page.

Otherwise, the minimum of θ satisfying a2 ≤ b2(θ) is the
point such that a2 = λ2θ and N1 becomes

{
θ | λ1

λ2

1
1 + λ1Γ

≤ θ ≤

z1z2 + 2Γ(1− Γ) +
√

4Γ(1− Γ)[Γ(1− Γ) + z1z2 − z2
2 ]

z2
1 + 4Γ(1− Γ)

}
,

where z1 = λ−1
1 + 1− Γ and z2 = λ−1

2 + 1− Γ. ((83) is ob-
tained by solving λ1

1+Γλ1
≤ λ2 θ

λ2 [
√
θΓ−
√

(1−θ)(1−Γ)]2 +1
reducing

to a quadratic inequality). In the case of non-empty N1 , by
Lemma 1, N1 is optimal and we obtain (39).

Next, consider the case that N1 is empty. At θ = 1, we
have a(1) =

√
1

Γ+ 1
λ1

>
√

1
Γ+ 1

λ2

= b(1) + c2(1)/b(1) by the

NOMA assumption λ1 > λ2 and hence θ = 1 ∈ N3 by the def-
inition of N3 in (79). We also have

lim
θ→0

b(θ) + c2(θ)/b(θ) = lim
θ→0

√
λ2θ−1

λ2 [α∗1(θ)]2 + 1
=∞, (84)

which can easily be seen from α∗1(0) =
√

1− Γ. Thus, θ =

0 ∈ N2 . Furthermore, b(θ) + c2(θ)/b(θ) =
√

λ2 θ−1

λ2 [α∗1 (θ)]2 +1 is a

monotone decreasing function of θ since

α∗1(θ) =

{
0 if θ ≤ θI Δ= 1− Γ
√
θΓ−√(1− θ)(1− Γ) if θ > θI

(85)
is a monotone increasing function of θ. Hence, there exists θa
such that a(θa) = b(θa) + c2(θa)/b(θa) to yield N2 = {θ|θ ≤
θa} and N3 = {θ|θ > θa}.

Now recall that

γ
∗(1)
2 =

λ1

1 + λ1Γ
, γ
∗(2)
2 (θ) =

λ1

1 + λ1Γ
[α∗2(θ)]

2 ,

and γ∗(3)
2 (θ) =

λ2

λ2 [α∗1(θ)]2 + 1
. (86)

If θa ≤ θI , then the optimal θ set for maximizing γ∗2 is given
by {θ|θa ≤ θ ≤ θI }. This is because γ∗(2)

2 (θa) = γ
∗(3)
2 (θa), be-

cause γ∗(3)
2 (θ) is monotone decreasing with respect to θ as seen

in (86) since α∗1(θ) is a monotone increasing function of θ,
and because γ∗(2)

2 (θ) is monotone increasing with respect to θ
for θ ≤ θa since α∗2(θ) is a monotone increasing function of
θ for θ ≤ min{θa , θI } = θa (this can be shown by substituting
α∗1 = 0 for θ ≤ θI intoα∗2(θ) and taking derivative ofα∗2(θ) with
respect to θ and showing the derivative is positive for θ ≤ θa ).
Hence, in this case the optimal γ∗2 occurs at θa but for all θ
in {θ|θa ≤ θ ≤ θI }, α∗1(θ) = 0 and the corresponding optimal
γ∗2 = γ

∗(3)
2 = λ2 from (86). In this case, from the assumption

θa ≤ θI , θa is computed based on (81) with α∗1(θ) = 0 as

θa = θ s.t. a = b(θ) + c2(θ)/b(θ) (87)

= θ s.t.
λ1

1 + λ1Γ
=
λ2

θ
(88)

=
λ2

λ1
(1 + λ1Γ) (89)

and the condition θa ≤ θI reduces to

λ2

λ1
(1 + λ1Γ) ≤ 1− Γ ⇐⇒ Γ ≤ λ2

−1 − λ1
−1

1 + λ2
−1 . (90)

On the other hand, if θa > θI , i.e., Γ > λ2
−1−λ1

−1

1+λ2
−1 , then optimal θ

exists between θI and θa because γ∗(2)
2 is an increasing function

for θ < min{θa , θI } = θI and γ∗(3)
3 is a decreasing function for

θ > θa . Since optimal θ lies inN2 in this case, it is obtained by
solving

∂γ
∗(2)
2 (θ)
∂θ

= 0. (91)

Therefore, the claim follows. �
Proof of Corollary 1: With the assumption of λ1 = λ2 , we

have Γ1 = 0 and Γ2 = 1 from (38) and hence the con-
dition Γ ∈ [Γ1 ,Γ2] reduces to Γ ∈ [0, 1] which is always
valid for p1 = p2 = 1 (see the definition of Γ in (23)).
Furthermore, with the assumption, we have z1 = z2 and√

4Γ(1− Γ)[Γ(1− Γ) + z1z2 − z2
2 ] in (39) is given by 2Γ(1−

Γ). From (39), the optimal θ set is given by {θ | θ0 ≤ θ ≤ 1},
where

θ0 =

⎧
⎨

⎩

1
1+Γλ1

if 1
1+Γλ1

≤ 1− Γ
z 2

1
z 2

1 +4Γ(1−Γ) if 1
1+Γλ1

> 1− Γ
(92)

�
Proof of Proposition 3: As λ2 → 0. the threshold τ in

Proposition 1 converges to −∞ and thus neither of the two
conditions for popt1 ∈ P2 in Proposition 1 is satisfied. Hence, by
Proposition 1, popt1 ∈ P3 . Since popt1 ∈ P3 , popt1 can be obtained

in closed form by maximizing γ∗(3)
2 (p1) in (30) and is given by

p̄opt1 = −P + 2Γ +
ψ2

1 − ψ1

√
ψ2

2 + 2λ−1
2 ψ1 + λ−2

2

2θ(1− θ)Γ (93)

where ψ1 := θΓ + (1− θ)(P − Γ) + λ−1
2 and ψ2 := θΓ−

(1− θ)(P − Γ). Using L’Hospital’s rule, we can show that
limλ2→0 p̄

opt
1 = Γ(= p1,min). With p1 = Γ, we have α∗1 =

√
θ

from (25) and consequently β∗1 =
√

1− θ from the constraint
eq. in (24), and α∗2 =

√
θ from (26), and by substituting

these values into γ
∗(3)
2 (p1) in (30) and (14) and (15), we

have γ∗2 = P −Γ
Γ

1
θ+λ

−1
2 Γ−1

,
√
p1w1 =

√
Γ h1
‖h1 ‖ and

√
p2w2 =

√
P − Γ h2

‖h2 ‖ . �
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