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Least Squares Approach to Joint Beam Design for
Interference Alignment in Multiuser Multi-Input
Multi-Output Interference Channels

Heejung Yu and Youngchul Sung

Abstract—In this correspondence, the problem of interference alignment
for K -user time-invariant multi-input multi-output interference channels
is considered. The necessary and sufficient conditions for interference
alignment are converted to a system of linear equations that have dummy
variables. Based on this linear system, a new algorithm for beam design for
interference alignment is proposed by minimizing the overall interference
misalignment. The proposed algorithm consists of solving a least squares
problem iteratively. The convergence of the proposed algorithm is estab-
lished, and its complexity is analyzed. The performance of the proposed
algorithm is also evaluated numerically. It is shown that the proposed
algorithm has faster convergence and lower complexity than the previous
method with a comparable sum rate performance in the most practical
case of two receive antennas.

Index Terms—Interference alignment, interference channels, iterative al-
gorithm, least squares, multi-user MIMO.

I. INTRODUCTION

It has recently been shown that the total number of achiev-
able degrees of freedom (DoF) for K -user M X A multi-input
multi-output (MIMO) time-varying interference channels is KM /2
when the interference alignment technique is used [1]. With inter-
ference alignment, each user can achieve approximately one half
of the capacity that can be achieved without interference. Thus, the
technique is useful when a wireless network is interference-limited
with high signal-to-noise ratio (SNR). For time-invariant MIMO
interference channels, it has been shown that 33/ /2 DoF can be
achieved for 3-user M x 3 MIMO interference channels by using
a transmit beamforming approach [1]. However, when I{ > 4, the
interference alignment with the beamforming approach cannot achieve
total K’ M /2 DoF in the M x M case [2]. Another line of research has
focused on the invention of the efficient beam design algorithms for
interference alignment in order to implement the potential technique.
One such algorithm was presented in [3], which was based on mini-
mizing the interference iteratively from the context of the distributed
algorithm. In this correspondence, we propose a new algorithm for
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interference alignment based on an alternative framework of mini-
mizing the overall interference misalignment. Whereas the previous
algorithm [3] can be viewed as being based on the idea of orthogonal
complement for the equivalence of two linear subspaces from a signal
processing perspective, our approach exploits the equivalence of two
linear subspaces directly. That is, one basis of a linear subspace is rep-
resented by linear combinations of another basis of the same subspace.
Exploiting this, we convert the necessary and sufficient conditions for
exact interference alignment into a single system of linear equations
with dummy variables. Based on this new formulation, a new iterative
algorithm is constructed for interference alignment by solving the
linear system given the value of channel matrices. It is shown that the
proposed algorithm has faster convergence and lower complexity than
the previous methods in [3] with a comparable sum rate performance
when the receivers have two antennas.

A. Related Work and Notation

The interference alignment technique was introduced as a solution
to maximize the DoF in K -user interference channels. It was shown
that the interference alignment achieved the maximum DoF in K -user
time-varying interference channels [1]. Interference alignment on
signal scale that used structured coding was also proposed for deter-
ministic channel models [4]. With asymmetric complex signaling, 1.2
DoF can be achieved for K > 3 for almost all the values of channels
[5]. Recently, the achievability of K'M/2 DoF in time-invariant
channels by using a new interference alignment based on the results
of number theory was proved [6]-[8]. These schemes were based
on the properties of the irrationality of channel coefficients. Other
feasibility results for interference alignment are found in [2], [9].
In this correspondence, the algorithmic aspect of the interference
alignment based on beamforming is considered, and a new beam
design method is proposed. For the algorithmic aspect, Gomadam et
al. proposed algorithms to minimize the interference and maximize
the signal-to-interference-and-noise ratio (SINR) by an iterative ap-
proach for distributed implementation [3]. We also introduced initial
results of our work based on least squares approach to interference
alignment in [10]. Whereas we considered sufficient conditions for
interference alignment and proposed non-iterative algorithms in [10],
we here propose an iterative least squares algorithm that can realize
the necessary and sufficient conditions of interference alignment.

In this correspondence, we will make use of standard notational con-
ventions. Vectors and matrices are written in boldface with matrices in
capitals. All vectors are column vectors. AT and A¥ indicate the trans-
pose and Hermitian transpose of A, respectively. vec(A) denotes the
column vector that consists of all columns of A, while rank(A) and
det(A) represent the rank and determinant of A, respectively. C(A)
represents the column space of A, i.e., the linear subspace spanned
by the columns of A. Also, A" and ||A||,» denote the Moore-Pen-
rose pseudo-inverse and Frobenius norm of A, respectively. When a
matrix A is composed of a;;, which is the ith row and jth column
element, we express as A = [a;;]. A © B denotes the Kronecker
product between the two matrices. For a vector a, ||a|| represents the
2-norm of a. I,, stands for the identity matrix of size n. The notation
x ~ N(p,X) means that x is complex Gaussian distributed with a
mean vector ¢ and a covariance matrix ¥. The set of all users is de-
fined as £ = {1,---, K} and A \ B denotes a set minus operation
with two sets A and B.

II. SYSTEM MODEL AND BACKGROUND

We consider a general X -user M x N MIMO interference channel
in which K transmitters (each equipped with N antennas) transmit to
K receivers (each equipped with M antennas) simultaneously (M <
N). Due to interference, each user receives the desired signal from its
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corresponding transmitter and also interference from other undesired
transmitters. Thus, the received signal vector at receiver k& at symbol
time ¢ is given by
K
yielt] = Y Hulfxi[] + nift], t=1,2,---.T (1)

=1

where Hy;[t] is an M x N flat MIMO channel matrix from transmitter
l to receiver k, x;[t] is an N X 1 transmit signal vector with unit power,
and ny[t] is an M x 1 complex Gaussian noise vector from distribution
N(0, 01). Furthermore, the transmit signal vector at transmitter [ is
given by

xi[t] = Vi[t]si[t] )

where V{[t] = [vﬁl) [t],--- vv(dll) [t]] is the transmit beamforming ma-
O]

trix of size N x d; and s[t] = [s\"[t].-- - . Sy, [t]]T is the transmit data
vector of size d; x 1. Here, d; is the number of transmit data streams for
the link of the /th transmitter—receiver pair. Note that vl [¢] is the spa-
tial signature for the mth stream s [t] of the Ith link (1 < m < d)).
It is assumed that channels are time-invariant, and this assumption is
suitable within a block for the typical block-fading channel model.
Thus, the time index ¢ is omitted from here on. We also assume that
the channel information is known to the transmitters as well as to the
receivers.

A. Background

The basic idea behind interference alignment is to design beam-
forming matrices {V;,! € K} at the transmitters with given channel
information {Hy;, k,1 € K}, so that at each receiver, the interference
from all the undesired transmitters is aligned or confined within a linear
subspace, i.e., interference subspace with a dimension less than that of
the observation space at the receiver. In this case of dy =+ -+ = dg =
d = M/2 (that we consider mainly in this correspondence), the con-
dition of perfect interference alignment is given as follows.

Condition 1: Perfect interference alignment in N x A MIMO chan-
nels with d = M/2

C(H{2V2) =C(H3V3)=---=C(HxVr) (3)
C(H21V1>=C(H23V3):"' :C(HQT(VT\’) (4)
C(Hrg1 V1) =C(Hg2V2) =+ =C(Hrxr-1VK—1). ®))

Note that Condition 1 is in the form of subspace equivalence and this re-
quires further elaboration for the condition to be expressed in the form
of algebraic equality. Based on orthogonal complement, Condition 1
can be rewritten as follows.

Condition 2: There exist non-zero {Uy size(Ug) =
N x M/2,rank(Uy) = M/2,k € K} and {V; : size(V;) =
N x M/2,rank(V,;) = M/2,1 € K} such that [3]

U/HLV:i =0, k€EK, €K\ {k}. (6)

Under this formulation, the problem of interference alignment reduces
to finding {Uy,V,, k.1 € K} which satisfy Condition 2 exactly in
feasible cases or approximately in infeasible cases. However, the main
difficulty in finding an exact or approximate solution to (6) lies in the
fact that Condition 2 is a system of bilinear equations. To circumvent
this difficulty, one can resort to iterative approaches as in [3]. Gomadam
et al. proposed an iterative interference alignment (IIA) for distributed
implementation. In their scheme, {V;} are first fixed to some initial
value in order to make the condition be a system of linear equations in
{Uk} (which makes it easy to solve). Then, the solved {U} } are used
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to fix the variable {U}} and to change the condition to be linear in
{V,} for easy solutions to {'V}. These steps are iterated until the so-
lution converges. In addition to this, they considered another approach
to maximize the SINR (MAX-SINR) at each receiver.

III. BEAM DESIGN FOR INTERFERENCE ALIGNMENT BY
ITERATIVE LEAST SQUARES

A. Algorithm Construction

While Condition 2 expresses the interference alignment condition ef-
fectively by introducing orthogonal space Uy, it converts the problem
to solving a system of bilinear equations that requires heavy compu-
tational cost. To circumvent this difficulty, orthogonal complements
are not used to express the subspace equivalence here, but instead, the
structure of Condition 1 is exploited and a linear approach is used to
represent the condition. This approach yields a system of linear equa-
tions with dummy variables that can be used for algorithm construction.
Consider the first equality in the first row of Condition 1:

C (H12 I:V?),' . ,V&z)]) = C (H13 |:V(1%), .. Rvif)]) . (7)

Note that the equivalence of the column spaces of the two matrices
simply implies that a column in one matrix is represented by a linear
combination of the columns of the other, and this is a necessary and
sufficient condition. Based on this, the subspace equivalence (7) is ex-
pressed by the following equation:

d
Hiovl” =3 ol Higv”, i=1.-, ®)
i=1

where a%?’), i,j = 1,2,---,d, are the coefficients of linear combi-
nation. The key fact here is that the above equation is linear in Vy,
with dummy variables ag‘s) ,and {af}‘s)} are easy to obtain. (This will
be shown shortly.) This facilitates the development of an efficient al-
gorithm. The above multiple equalities in (8) can be written in a ma-
trix-vector form by using Kronecker product as

(Is @ Hiz)vec(V2) — (A1 @ Hiz)vec(V3) =0 )

where A3 = [aﬁj”]. Now, consider all equalities in Condition 1. Each
row in Condition 1 yields /X —2 independent equalities like (9) with the
comparison reference taken as the first element in the first column in
Condition 1. Collecting all equalities generated by all /X' rows, we have
the following system of linear equations with dummy variable { A }:
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where H is defined as (1 1), shown at the bottom of the page,

, T
va [vec(Vl)T vec(Vz)T 'vec(VK)T] (12)
and {Ay;} are the matrices composed of linear combination coeffi-
cients. Thus, a set of interference-aligning beamforming matrices can
be obtained by solving (10) once the channel information {H,} and
the value of { Ay} are given.

On the other hand, we can also write (8) as

Hi2Vy = Hi3V3AT,. (13)

When V5 and V3 are given along with channel information, A3 is

directly obtained by using the left inverse and is given in closed form
by

. T

Avs = {(HiaVa) HiaVa | (14)

since M > d and H13'V3 is a tall matrix. Similarly, all other A, are
given by

~ N T
Au={HV)'HuVo} . le{d - K} (9)
~ N T
Ay = {(Hlez)THmVl} ,
ke K\{1}, Tek\{1,k} (16)

when {V,} and {H, } are given. Note that for d = 1, in particular, the
operation involved in obtaining { A} is simply taking inner product.
Equations (10) and (14)—(16) are the basic ingredients for our algorithm
which will be given next.

B. Basic Algorithm

In this section, we propose a new beam design algorithm for interfer-
ence alignment based on the results in the previous section. The basic
structure of the algorithm is to solve {V;} and { A} iteratively with
proper initialization. Note that the existence of the exact solution to
(10) depends on the size of I:I, which is determined by I, M, N,
di,+-dr.Whendy = -+ = dg = M/2and M = N, for ex-
ample, the size of H is K (K —2)(M?/2) x K (M?/2) and the linear
system is overdetermined for ' > 4 with an additional constraint on
v, as expected. Since an exact solution does not exist in such cases, the
least squares approach is applied to (10). The problem can be formu-
lated via least squares as

v = arg min ||I:Iv||
v|=1

a7

Here, |[Hv/|| can be viewed as the norm of the overall interference mis-
alignment. The solution to (17) is given by the eigenvector associated
with the smallest eigenvalue of H” H, and the eigenvector associated

Hv=0 (10)  with the extremal eigenvalues can easily be found by using the power
r 0 I, 9 Hi2 —Ai;3 @His 0 0 ]
0 I, @ Hiz 0 —A;s ©Hyy 0
H2 0 I, 0 Hy» 0 -Ax oHix (11)
I, © Ho 0 —Az; @ Has 0 0
LI; © Hiy 0 0 —Agx—1) @Hgk_1 0 .
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method [11]. (In feasible case, H becomes rank-deficient with proper
A and a non-trivial null vector exists.) Thus, the proposed basic al-
gorithm is given as follows:

Algorithm 1: Basic Algorithm: Iterative Least Squares

Step 1. Initialize Ay;.
Step 2. Construct H with {H} and {Aw}.
Step 3. Obtain v by solving (17) for (10) in least squares sense
using the power method.
3.1 Initialization: b = [1,0,---,0], R = ¢I — HH,
where a constant ¢ is chosen so that ¢I — H' H is
a positive definite matrix.
3.2 Repeating the followings steps until it converges: (1)
z =Rband 2) b = z/||z||.
Step 4. Obtain {V;} by reshaping ¥ from Step 3.
Step 5. Determine {A};} using {V;} from Step 4 based on
(14)—(16).
Step 6. Iterate Step 2 to 5 until it converges.

C. Modified Algorithms

Here, we provide two variations of the basic algorithm. Algorithm 1
is very fast and efficient, which will be shown shortly in the following
section. Due to the global norm constraint ||v|| = 1, however, the vari-
ation of transmit power across users and transmit symbol streams may
occur and yield unfair power allocation depending on channel realiza-
tion even if the long-term average power allocation is balanced fori.i.d.
channel realization. To overcome this problem we first consider a mod-
ified power constraint for minimizing the overall interference misalign-
ment ||Hv/||. The new optimization problem with power constraint P
for individual streams is given by

min  ||Hv]| (18)
subject to [Diivll =+ = [Dya, vl = -+ = [IDcay vl = P
19)

where Dy,,, is a diagonal matrix (with elements of only one and zero)
that extracts the beamforming vector for the mth transmit symbol
stream of link 7. Since H”H and {Dj,,,} are positive-definite ma-
trices, the optimization problem (18), (19) can be relaxed as a convex
optimization of which Lagrangian is given by

c (v, Aiyoes AK%) =v/H"Hv + Y X1 (v Dy v — P).
t,m
(20)
The solution satisfies 9L/0v = 0 and 9L/I A, = 0 for all 7 and
m,ie., H'Hv + Z,m MmDimv = 0 and v Dy,,,v = P, since
D7, = Dy,,. The following property facilitates the computation of
the solution to the optimization problem.

Theorem 1: Let (v, A11,- -+, Aicay ) and (v, Ny, -, Mgy, ) be
two solutions to dL/dv = 0 and L/, = 0. Then, Y, At >
S Al = |Hv|| < ||[HV'||. Thus, v associated with maximum

lﬁm Al 1s the solution to the optimization problem (18), (19).

The proof of Theorem 1 can be found in [10]. It is seen from
H"Hv + ¥, XmDimv = 0 that HYH + Y, X,uDiyy, is a
singular matrix for a non-trivial solution v, i.e., 7

det <ﬁHﬂ + Z/\hnDhn) = Ow

I,m

@n

where 37, AimDim = diag(AnL - Aia, L A2 L+ dag, I
AL - Ak I). Thus, the solution to (18), (19) is the normal-
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ized null space of (H”H — 3", , A\izuDi,) that uses {\;,,, } which
satisfies (21) with maximum 3 Lom A

Although the optimization problem (18), (19) can be solved by using
the algebraic Lagrangian method or the numerical Newton’s method
[12], we here propose a very efficient algorithm implementing the in-
dividual stream power constraint (19). This can be achieved by simply
adding a normalization step for each column of 'V, after Step 4 in Algo-
rithm 1. If perfect alignment is feasible, all interference signals are con-
fined in a subspace that is linearly independent of the signal subspace.
Therefore, the scaling of beamforming matrices does not affect the in-
terference subspace. Thus, the normalization step can freely be added.
With this additional step to Algorithm 1, the overall interference mis-
alignment is minimized while the individual stream power constraint
is satisfied.

Algorithm 2: With Individual Power Constraint)
Step 4'.

Obtain {V;} by reshaping and normalizing v from

Step 3.

4.1 Obtain {V, = [v{", -

4' 2 Normalize v\ such that |[v{) || = 1,m = 1,---d,
=1, K.

, v(d’)] } by reshaping V.

All other steps of Algorithm 2, except for Step 4, are the same as those
of Algorithm 1.

In Algorithms 1 and 2, we focused on reducing the overall inter-
ference misalignment ||Hv|| only. At receiver k, the interference
subspace is given by C(Hy1 Vi) = -+ = C(Hpp—1Vi_1)=
C(HI,V1;,T+1V},~+1) = - = C(Hl,vf\’V]\") (if perfectly aligned)
and the desired signal subspace is C(H, V). The signal subspace
C(Hg Vi) and interference subspace C(Hy,; V) are linearly indepen-
dent almost surely for randomly realized channel {Hj;}. Therefore,
it is not necessary to consider the signal subspace for interference
alignment purpose only. However, it is desirable to take the power
of signal Hj;; Vy, also into consideration due to the noise and the
remaining fractional interference in the signal subspace. Thus, our
next algorithm incorporates the received signal power ||Hyi V| r
into the beam design, and the modified optimization problem is given
by

min VH(I:IHI:I — n,@H@)Jrv (22)
subject to  [|[Dnv||=---=[|Di4,v|]|=--- = ||DragVv|]| =P
(23)

with a weighting factor v > 0 for the signal power. Here, ® is defined
as ® = diag(ly, ® Hyp, -+, 14, © Hix), so that viIdHdy =
1®v||> = S, [Hwi Vi ||%. The weighting factor ~ is chosen so
that (H”H — v®""®).,_is a positive definite matrix and the optimiza-
tion (22), (23) can be relaxed as a convex problem. The algorithm can
easily be obtained by simply modifying Algorithm 2, and is given by
the following.

Algorithm 3: Incorporating Signal Power

Step 3"".

Perform Step 3 in Algorithm 2 with R = ¢'T— H'H+
’yfI)H ®, where a constant ¢ is chosen so that ¢'I —
H"H + +®"® is a positive definite matrix.

Algorithm 3 is similar to Algorithm 2, except that it has a mod-
ified matrix R that incorporates the signal power. Algorithm 3 can
be interpreted as the optimization problem of minimizing the interfer-
ence misalignment v*! HYHv satisfying a certain level of total signal
power, i.e., v & ®v > ¢. Here, ~ is the Lagrange multiplier for the
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Fig. 1. (a) Fraction of interference leakage into signal space (M = N = 2, K = 3,d = 1), (b) total number of complex multiplications (M = 2, N = 4) and

(c) total number of complex multiplications (M = N = 2)

dual optimization problem. We can also select the weighting factor ~
judiciously depending on the compromise between the signal power
maximization and the interference misalignment minimization. Algo-
rithm 3 is closely related to the MAX-SINR algorithm in [3] because
both methods consider the desired signal, as well as the interference.
The MAX-SINR algorithm performs a minimum mean square error
(MMSE) combining operation with given transmit beam matrices at
each receiver, but we make the total desired signal and interference
balanced with weight +. Throughout this correspondence, we set a
heuristic value ¥ = 1/SNR to balance noise power and interference
power where SNR is defined as the average of all desired link SNR
values.

D. Discussion

First, the proposed algorithms are developed for centralized oper-
ations. That is, the proposed algorithms require that all transmitters
know all channel information and all transmit beams are designed si-
multaneously. Such a scenario is reasonable for downlinks with bases-
tation cooperation. Second, one drawback of the currently proposed al-
gorithms is that it is difficult to handle the interference from other data
streams of the same transmitter in the linear formulation presented in
Section III-A. Thus, the proposed algorithms realize fast convergence
and less complexity (which will be shown shortly) with the cost of
non-orthogonality among the multiple streams of the same user. (The
sum-rate performance in the 4 x 4 MIMO case is shown in Fig. 2(c).)
The correction to this problem should be investigated further. However,
this is not a problem in practical downlink systems in which receivers,
i.e., mobile stations, mostly have two antennas (M = 2).

IV. CONVERGENCE AND COMPLEXITY

In this section, we first show the convergence of the proposed iter-
ative least squares algorithms for the beam design of the interference
alignment presented in the previous section.

Theorem 2 (Convergence): The iterative least squares algorithms
based on (10) and (14)—(16) in Section III converge.

Proof: Let H({A[n — 1]}) denote the matrix H defined as
(11) based on { A ;[n —1]}. Then, ¥[n] at the nth iteration is obtained
by ¥[n] = argminy ||H({Ax/[n — 1]})v]| under the constraint on v
corresponding to each algorithm. Then,

1] 2 [ Aul = 1) ¥ > [E{Au) vb|. @4
The inequality (24) is because { A ;;[n]} itself is the least squares solu-

tion to miniAmize A“[n] é ||Hkl,\7,,[n,] - H;,;V,[n]Ak,HF I”(I [634)
H;; )vee(Vin]) — (Ag @ Hy)vec(Vy[n])|| for given v[n] =
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vee([Vi[n].- . Vi[n]]), and |[HV[n]|* = ¥, A% [n]. Since
V[n 4 1] = argminy ||[H({Ax[n]})v|, we have

(25)
Finally, combining (24) and (25) yields I[n 4+ 1] < I[n]. Hence,
the norm of interference misalignment decreases monotonically as the
number iteration increases, and the algorithms converge by the mono-
tone convergence theorem since the norm of interference misalignment
is lower bounded by zero. |
Theorem 2 shows the convergence of the proposed iterative least
squares algorithms via the convergence of the norm of interference mis-
alignment, i.e., |Hv||. Now, we compare the convergence speed of the
proposed algorithms and the previous methods in [3]. In both cases, the
total interference leakage into the signal subspace, instead of interfer-
ence misalignment, is used for performance measure. Fig. 1(a) shows
the fraction of interference in the signal subspace with respect to the it-
eration number with 20 dB SNR. The interference subspace is defined
as the subspace that is spanned by the M — d dominant eigenvectors
of the M x M interference covariance matrix, and the signal subspace
is defined as the subspace spanned by the remaining eigenvectors, i.e.,
d smallest eigenvectors. The fraction of interference in the signal sub-
space is defined as the sum of d smallest eigenvalues of an interference
covariance matrix divided by total interference power [3]. It is seen
that the proposed algorithms converge much faster than the previous
methods. Note also that the leakage level of Algorithm 3 is higher than
that of Algorithm 1 because of the additional optimization goal of in-
creasing the signal power. However, it will be shown later that this is
not detrimental to the sum rate performance.

I[n—l—l]:‘

H ({Aufn]}) vn + 1) < [E{ A1) VIn]

A. Complexity

Now, we analyze the computational complexity of the proposed al-
gorithms, and compare them with that of the previous method. We con-
sider the number of complex multiplications as complexity criterion.
Here, only the case of M = 2 and d = 1 is considered since this
practical case is the main focus of the application of the proposed al-
gorithms, as discussion in Section III-D, and the previous IIA method
in [3] is considered only since the MAX-SINR algorithm that yields a
larger sum rate in low SNR requires more complexity. The number of
complex multiplications of the previous IIA method and Algorithm 1
is summarized in Table I. The total number of multiplications for each
algorithm is the product of the number of iterations and the sum of the
numbers in each table. The complexity of Algorithms 2 and 3 is also
similarly given as that of Algorithm 1 with slight modification of the
normalization step. The numbers of iterations are determined to be 50



IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 58, NO. 9, SEPTEMBER 2010

4965

10 40 60
" —a— IA (K=3) —e—|IA
S o 351 |~ lA (K=4) MAX-SINR
S 1 MAX-SINR (K=3) 50| —— Algorithm 1
g T 30 MAX-SINR (K=4) = Algorithm 2
3 e —#— Algorithm 1 (K=3) I —+— Algorithm 3
g g —%- Algorithm 1 (K=4) 2
2 a 25 «— Algorithm 2 (K=3) a
£ 5 < Algorithm 2 (K=4) 5
Q =3 20 —+— Algorithm 3 (K=3) K=3 E.
$ g’ —+— Algorithm 3 (K=4) [=]
5 e 3
2 £ 15 - £
£ —%—IIA € , i E
5 MAX-SINR 5 SCLEgEEE ZiEiEiE
g Algorithm 1 @ 10 3 2
% —=&— Algorithm 2 3
® <+— Algorithm 3 5%: K=4
w
10 : 0 0 -
3 35 4 4.5 5 55 6 0 5 10 15 20 25 30 35 40 0 5 10 15 20 25 30 35 40
Number of users (K) SNR (dB) SNR (dB)
() (b) ©

Fig. 2. (a) Fraction of interference leakage into signal space (M = N =2, K = 3,d = 1), (b)sumrate (M = N = 2, K = 3,4,d = 1) and (c) sum rate

(M=N=4,K =3,d =2).

TABLE 1
NUMBER OF COMPLEX MULTIPLICATIONS FOR ITA AND ALGORITHM 1 ({Q;} AND {Q;} ARE INTERFERENCE
COVARIANCE MATRICES OF FORWARD AND REVERSE LINKS)

IIA

Algorithm 1

Step Complex multiplications

Step

Complex multiplications

Compute {Qp } with {Uyg}

K(K —1)(MN + M?) || 2

K(K — 2)MN

Find the smallest eigenvector KL(M? +2M )

3 - Compute H7H

(K —2)(5K —4)NM?

Compute {Qp} with {V,} | K(K —1)(MN + N?)

3 - Power method

L(K?N? +2KN)

Find the smallest eigenvector

KL(N? +2N) 5

K(K — 1)MN + K(K —2)(2M + 1)

and 8 for the ITA and Algorithm 1, respectively, based on the results in
Fig. 1(a) so that each algorithm terminates with the same interference
leakage of 1072, The number of iterations for the power method used
in the proposed algorithms was set to L = 5 since the mean square
error of eigenvector becomes lower than —40 dB with this number of
iterations. Fig. 1(b) and (c) shows the total number of complex multi-
plications for each algorithm. It is seen in both cases that the proposed
algorithms have less complexity than the IIA algorithm for the values
of K for which exact interference alignment is feasible. For the values
beyond this point the proposed algorithms show a little larger com-
plexity than the previous method.

V. NUMERICAL RESULTS

In this section, we evaluate the performance of the proposed al-
gorithms numerically. Fig. 2 shows the interference leakage into the
signal subspace for the previous algorithms and the proposed three al-
gorithms after convergence for a case of M = 2, N = 2andd =1
with 20 dB SNR. As expected, Algorithm 1 yields the least leakage
into the signal subspace because of the largest freedom in choosing v,
whereas the leakage is large with MAX-SINR and Algorithm 3 because
of the additional optimization goal of the signal power increase. The
leakage performance of Algorithm 2 is in-between. It is also seen that
the leakage does not increase further after the critical value of I{. Since
the final performance measure is sum rate, we evaluated the sum rate
for all five algorithms. The exact alignment is feasible for &' = 3 and is
not for ' = 4, which is clearly shown in the figure. Here, MAX-SINR,
ITA, Algorithm 2 and 3 show almost the same performance in the high
SNR region. For ' = 3, all five algorithms shows the same slope of
sum rate, i.e., DoF of all algorithms are the same. The sum rate perfor-
mance in the case of N = M = 4 and d = 2 is shown in Fig. 2(c).
As mentioned in Section III-D, the proposed algorithms show the per-
formance degradation since the interference from data streams of the
same user is not properly handled in the currently proposed algorithms.
(More numerical results can be found in [13].)

VI. CONCLUSION

We have considered the beam design for interference alignment for
K -user time-invariant MIMO interference channels. We have provided
an alternative framework for interference aligning beam design by con-
verting the necessary and sufficient conditions for interference align-
ment into a system of linear equations with dummy variables. Based
on this new formulation, we have proposed new algorithms for inter-
ference alignment that can solve a least squares problem iteratively.
In the practical case of two receive antennas, the proposed algorithm
shows fast convergence and less complexity with comparable sum rate
performance.
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Joint Receive-Transmit Beamforming for
Multi-Antenna Relaying Schemes

Veria Havary-Nassab, Shahram Shahbazpanahi, and Ali Grami

Abstract—In this correspondence, we study the problem of joint receive
and transmit beamforming for a wireless network consisting of a trans-
mitter, a receiver, and a relay node. The relay node is equipped with mul-
tiple antennas while the transmitter and the receiver each uses only one
antenna. Our communication scheme consists of two phases: first the trans-
mitter sends the information symbols to the relay. In the second phase, the
relay re-transmits a linearly transformed version of the vector of the signals
received at its multiple antennas. We introduce the novel concept of general
rank beamforming which can be applied to our communication scheme. In
our general rank beamforming approach, the relay multiplies the vector
of its received signals by a general-rank complex matrix and re-transmits
each entry of the output vector on the corresponding antenna. Through
maximizing the signal-to-noise ratio (SNR), we obtain a closed-form so-
lution to the general rank beamforming problem. We also prove that for
the case of statistically independent transmitter-relay (TR) and relay-re-
ceiver (RR) channels, the general rank beamforming approach results in a
rank-one solution for the beamforming matrix regardless of the rank of the
channel correlation matrices. Simulation results show that when applied to
the case of statistically dependent TR and RR channels, our general rank
beamforming technique outperforms the separable receive and transmit
beamforming method by a significant margin.

Index Terms—Cooperative communications, receive beamforming,
relay-assisted communications, transmit beamforming.

I. INTRODUCTION

Recently, multi-user cooperation diversity has been the focus of
research in the area of wireless communications [1]-[3]. Cooperative
communications exploits the spatial diversity of different users in the
network to alleviate the need for using multiple antennas for each user
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[4]. In multi-user cooperative communications, different users can
relay messages originating from a certain user towards the destination
thereby providing multiple paths from the source to the destination.

Different aspects of employing relay networks (such as capacity
enhancement, diversity gain, and performance improvement) have
been studied in the literature [S]-[7]. Also, numerous cooperation
schemes, including distributed space-time coding and decentralized
beamforming, have been presented in the literature [8]-[19].

The distributed beamforming schemes presented in [16]-[18]
assume that the transmitter, the receiver, and the relay nodes all use a
single antenna. As a result, these schemes do not benefit from spatial
processing at the nodes. Using multiple antennas at the relays allows
(locally-implemented) beamforming techniques to be used to improve
the quality of the transmitted signal, thereby enhancing the quality
of the signal received at the receiver. Several published reports have
considered relaying schemes with multi-antenna relay nodes. In [20],
a non-regenerative multiple-antenna relaying strategy is developed
through the maximization of the capacity between the source and the
destination. The resulting beamforming matrix turns out to be full
rank. The relaying scheme of [20] has been studied in [21], where
an SNR maximization approach is used to obtain the beamforming
matrix. Assuming that the receiver and the relay nodes have the perfect
knowledge of all their instantaneous receive channel state information,
the authors of [21] show that the beamforming matrix is rank one.

In this correspondence, we consider a network consisting of a trans-
mitter, a receiver, and a relaying node (Fig. 1). The transmitter and the
receiver have only one antenna while the relay node is equipped with
multiple antennas. We herein assume that only the second-order statis-
tics of the source-relay and relay-destination channel vectors are avail-
able.

As the multiple antennas are located at the same location, their sig-
nals can be fully used to establish a connection between the transmitter
and the receiver. To do so, one straightforward approach is to use a
separable receive-transmit beamforming scheme. That is, one can use
areceive beamforming at the relay to linearly estimate the transmitted
signals by maximizing the SNR at the output of the receive beam-
former. Then, given the output of the receive beamformer, a transmit
beamformer can be designed to re-transmit the so-obtained signal esti-
mate such that the receiver’s SNR is maximized subject to a constraint
on the relay transmit power. Alternatively, one can design the receive
and transmit beamformers jointly through the maximization of the re-
ceiver’s SNR subject to a constraint on the total relay transmit power.
It is easy to prove that the separable receive-transmit beamforming ap-
proach is equivalent to the joint receive-transmit beamforming tech-
nique.

We herein introduce the novel approach of general rank beam-
forming, which was originally proposed in [22] and used in [23]. In
this approach, the relay multiplies the vector of its received signals by
a beamforming matrix rather than a beamforming weight vector (as
in the aforementioned receive-transmit beamforming techniques). We
show that using our general rank beamforming matrix, the problem
of maximization of the receiver’s SNR, subject to constrained relay
transmit power, leads to a closed-form solution, even if the correlation
matrices of the source-relay and relay-destination channel vectors are
full rank. We further prove that for the case of independent channels,
our general rank beamforming technique is exactly equivalent to the
separable receive-transmit beamforming approach, and therefore, they
both achieve the same maximum SNR. This is rather surprising as
one expects that due to additional degrees of freedom (DoF) offered
by the general rank beamformer, it should outperform the separable
receive-transmit beamformer. Our proof shows otherwise.
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