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ABSTRACT 

Algorithms for designing beamforming matrices for inter­
ference alignment in multiuser time-invariant multi-input 
multi-output interference channels are proposed. Based on 
a new formulation for the necessary and sufficient condition 
for interference alignment, the proposed algorithm itera­
tively minimizes overall interference misalignment in a least 
squares sense. Additional modified algorithms are also con­
sidered. The convergence of the algorithm is established, 
and the performance is evaluated numerically. The proposed 
algorithms are most effective when receivers have two anten­
nas and shows faster convergence with less complexity than 
the previous method with comparable sum rate performance 
under practical system configuration. 

Index Terms-Interference channels, multi-input multi-output, 
interference alignment, least squares, iterative methods 

1. INTRODUCTION 

The issue of interference will become one of the most criti­
cal problems in next generation wireless communication sys­
tems since cell size is constantly being decreased and net­
works will be operated in interference-limited mode. In the 
interference-limited case, the system performance can be en­
hanced by proper methods of interference management. For 
interference channels with more than two users, a new strat­
egy of interference alignment is an attractive solution for high 
signal-to-noise ratio (SNR) scenarios. The concept was orig­
inally introduced for multi-input multi-output (MIMO) X­
channels [1, 2]; by aligning multiple undesired signal vectors 
within an interference subspace at the receiver, interference­
free communication for the desired signal is possible. Inter­
ference alignment is shown to achieve the maximum degrees 
of freedom (DoF) in K -user interference channels [3]. In 
3-user M x M MIMO interference channels, the maximum 
DoF is 3�, and a scheme that achieves for this maximum is 
known. For time-invariant MIMO interference channels with 
more than three users, however, perfect interference align­
ment achieving K f DoF with a beamforming approach is not 
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feasiblel. From an algorithmic perspective, the iterative al­
gorithms to find the beamforming matrices that minimize in­
terference and maximize the signal-to-interference-and-noise 
ratio (SINR) were proposed in [7]. The interference align­
ment scheme based on alternating minimization was also pro­
posed in [8]. In [9], we introduced a least squares (LS) ap­
proach to interference alignment. In that approach, we sim­
plified the alignment problem by setting the equivalence of 
two column spaces spanned by two matrices as the equiva­
lence of the two matrices themselves. Since the equivalence 
of two matrices is only a sufficient condition for the equiva­
lence of the corresponding column spaces, the feasible set for 
the solution in [9] is a subset of the entire feasible set, and the 
performance can further be enhanced by finding a solution 
in the entire feasible set induced by the necessary and suf­
ficient conditions. In this paper, we generalize our previous 
work by considering the necessary and sufficient condition for 
interference alignment2• We express the condition as a sin­
gle system of linear equations with dummy variables by ex­
ploiting the equivalence of two subspaces directly. This new 
formulation leads to a new algorithm for interference align­
ment that solves a least squares problem iteratively. The new 
algorithm shows much faster convergence than the previous 
method in [7] while showing the comparable performance. 

1.1. Notation 

Vectors and matrices are written in boldface with matrices in 
capitals. All vectors are column vectors. For a matrix A, 
AT, A H, and At denote the transpose, the Hermitian trans­
pose, and the Moore-Penrose pseudo-inverse of A, respec­
tively. For matrices A and B, A 0 B denotes the Kronecker 
product between the two matrices. vec(A) indicates the col­
umn vector consisting of all of the columns of A. C (A) and 
C(A).L represent the column space of A and the orthogonal 

I Another approach to interference alignment using the property of ir­

rationality of channel coefficients can achieve the maximum DoF of K: 
[4-6]. In these references, the authors focus on the feasibility of maximum 

DoF and do not consider the sum rate performance. Therefore, this is out 

scope of this paper. 

2 A journal version of this paper with complexity analysis was submitted 

[10]. 



complement space ofC(A), respectively. IIAIIF and Iiall de­
note the Frobenius norm and 2-norm, respectively. A = [aIm] 
means that A is a matrix composed of aIm as the l-th row and 
m-th column element. In stands for the identity matrix of size 
n. The notation x rv N(p,,�) means that x is complex Gaus­
sian distributed with mean vector p, and covariance matrix �. 

2. SYSTEM MODEL 

We consider a K -user M x N MIMO interference channel in 
which K transmitters with N antennas transmit data streams 
to the corresponding receivers with M antennas simultane­
ously. Due to the linear superposition property of wireless 
channels, receiver i receives not only its own signal from 
transmitter i, but also signals from other undesired transmit­
ters. Therefore, the signal vector that is received at receiver i 
is expressed as 

to represent the condition. This new approach converts the in­
terference alignnIent condition to a system of linear equations 
with dummy variables. 

Consider the first equality in the first row in Condition 1: 

( [ (2 ) (2 )]) ( [(3) (3)]) C H12 VI , ... , Vd = C H13 VI , ... , Vd ' (5) 

where vii) denotes the k-th column of Vi. The equivalence 
of column spaces spanned by two matrices implies that a col­
umn in one matrix is represented by a linear combination of 
the columns of the other. This new condition is a necessary 
and sufficient condition. Based on this relationship, we can 
rewrite (5) as 

(13) (3) (13) (3) ad1 H13V 1 + ... + add H13V d , (7) 
K 

Yi = HiiViSi + L HijVjsj + ni, 
j=l, Hi 

(1) where af�), l, m = 1,2,·· . ,d, are the coefficients of linear 
combination. Using the Kronecker product, the above multi­
ple equalities can be rewritten as 

where Hij denotes an M x N MIMO channel matrix from 
transmitter j to receiver i, Viand Si are an N x d i transmit 
beamforming matrix and a d i x 1 transmit signal vector, re­
spectively, and ni is an M x 1 complex Gaussian noise vector 
from distributionN(O, a2 I) . Here, we assume that the chan­
nel is time-invariant and is perfectly known to the transmitters 
and receivers. 

The basic idea behind interference alignnIent is to divide 
the M dimensional observation space at the receiver into sig­
nal and interference subspaces with d and M -d dimensions, 
respectively, and to confine all the interfering signals from the 
undesired transmitters within the interference subspace. If we 
assume that d1 = d2 = ... = dK = d = Af to achieve the 
maximum DoF, the interference alignnIent condition is given 
by the following. 

Condition 1 

C( H12 V2 ) =  C( H13V3) = ... = C( H1KV K) , 
C( H2 1V1) =C( H2 3V3) = ... =C( H2 KVK) , 
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(2) 

(3) 

In [7], the authors proposed an interference alignnIent algo­
rithm based on the idea of orthogonal complement, which was 
expressed as the receive beamforming matrix. This approach 
converts the beam design for interference alignnIent into a 
problem of solving a system of bilinear equations, which re­
quires heavy computational cost. To circumvent this, we here 
exploit the structure of Condition 1 and use a linear approach 

( Id Q9 H12 ) vec( V 2 ) - (A13 Q9 H13) vec( V 3) = 0, (8) 

where A13 = [af�\ Collecting all equalities3 generated by 
Condition 1, we construct a system of linear equations with 
dummy variable Aij: 

Bv = 0, (9) 

where B is given by (10) and 

v � [vec( V1) T, vec( V2 ) T, ... , vec( V K ) T]T 
. (11) 

Therefore, a set of beam forming matrices can be designed by 
solving (9) with the channel information {Hij } and the value 
of {Aij}. 

On the other hand, Equations (6 - 7) are rewritten as 

(12) 

With V 2 and V 3 given along with channel information, we 
can directly obtain A13 by using the left inverse and the solu­
tion is given in a closed form by 

A13 = {( H13V3) tH12 V2 }T, (13) 

if H13 V 3 is a tall matrix. Similarly, all other Aij are given 
by 

A1j = {( H1jVj) tH12 V2 }  T, j = 4, ... ,K, (14) 

Aij = {( HijVj) tHi1V1}T 
,i,j = 2,··· ,K, j =I i,(15) 

when {Vj, j = 1,··· , K} and {Hij, i, k = 1,··· ,K} are 
given. Since the number of data streams is greater than that 
of receiver antennas, the closed form solution to Aij always 
exists 

3Each row in Condition I generates K - 2 equalities, and we have K 
rows in total in Condition l. 
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3.1. Basic Algorithm 

Based on the above results, we propose a new algorithm for 
beam design for interference alignment. The overall structure 
of the proposed algorithm is as follows. First, we find a so­
lution {V j} to (9) with a given initial value for {Aij }. With 
the obtained beamforming matrices, we update the linear co­
efficient matrices {Aij} using (13 - 15). By iterating this 
process until it converges, we obtain a solution to interfer­
ence alignment. The second step of finding {Aij} is simple, 
and its solution is given in closed form when {Hij Vj} are 
tall matrices. In the first step, however, the linear system (9) 
can be overdetermined depending on K, M, N, and d. When 
di = ... = dK = M /2 and N = M, for example, the size of 
fI is K (K - 2) �2 X K �2 and the linear system is overde­
termined for K � 4 with additional constraint on v. Since an 
exact solution does not exist in such cases, we apply a least 
squares approach to (9). Then, the problem can be formulated 
as 

v = argmin Ilflvll, 
IIvll=l 

(16) 

where Ilflvll can be considered as the norm of the overall in­

terference misalignment. The solution to (16) is known to be 
the eigenvector associated with the smallest eigenvalue. Fur­
thermore, the eigenvector corresponding to extreme eigenval­
ues can easily be obtained by the power method [11]. Thus, 
the proposed algorithm is described as follows. 
Algorithm 1 (Basic iterative least squares algorithm) 

1. Initialize Aij = I. 

2. Construct fI with {Hij} and { Aij }. 

3. Obtain v by solving (16) for (9) in the least squares sense 
using the power method. 

3.1. Initialization: h = [1,0,··· , OJ, R = cI - flHfI, 
where constant c is chosen so that cI - flHfI is a 
positive definite matrix. 

3.2. z = Rh. 
3.3. h = fzrr 

(10) 

o 

o -AK(K-l) @HK(K-l) o 

3.4. Iterate 3.1 to 3.3 until it converges. 

4. Obtain {V j} by reshaping v from Step 3. 

5. Determine {Aij} using {Vj} from Step 4 based on (13 -
15). 

6. Iterate Steps 2 to 5 until it converges. 

3.2. Modified Algorithms 

We can additionally consider the modification of the proposed 
algorithm as in [9]. Though Algorithm 1 finds the solution 
effectively, it has the global transmit power constraint Ilvll = 
1 instead of the individual power constraint Ilvi

i) II = 1 for 
all k and i. Hence, unfair power allocation to each transmitter 
and each data stream may occur depending on the realization 
of channel matrices. To avoid this problem, we consider the 
following modification. 
Algorithm 2 (With individual power constraint) 

4'. Obtain {V j} by reshaping and normalizing v from Step 
3. 

4' 1 Obt' {V [(j) (j)J} ·th A . .  am j = Vi ," ', Vd Wi v. 
4'.2. Normalize v�) such that Ilv�)11 = 1, k = 1", ·d, 

j=I,··· ,K. 

All other steps in Algorithm 2 except Step 4 are the same as 
in Algorithm 1. Note that the column-wise scaling of beam­
forming matrices does not change the linear subspace itself. 
Thus, with this additional scaling step to Algorithm 1, we 
accomplish both the minimization of the overall interference 
misalignment and the individual norm constraint. 

So far, we have considered the minimization of interfer­
ence misalignment only. Since the final goal of interference 
alignment is to increase the sum rate, the desired signal power 
should be incorporated in the algorithm. Such an algorithm 
(called Algorithm 3 here) can be constructed by incorporat­
ing the signal power IIHiiVillp. The modified optimization 
problem is given by 

(17) 



subject to IIDuvl1 = ... = IIDldVl1 = ... = IIDKdvl1 = 
P with a weighting factor "'( > 0 for the signal power. Here, 

� is defined as � � diag( Id 0 Hu, ··· , Id 0 HKK) so that 
vH �H �v = II�v112 = L,�=l IIHkk Vkll}. Here, we can 
also optimize the weighting factor "'( depending on the com­
promise between signal power maximization and interference 
misalignment minimization. Throughout this paper, we set 
"'( = slv R· The implementation of Algorithm 3 is similar to 
Algorithm 2. 

For maximization of the sum rate, the angle between the 
signal and interference subspaces is one of the most impor­
tant factors. If a zero-forcing method is used for receiver pro­
cessing, the desired signal, Hii Vi, is projected onto the or­
thogonal complement subspace of the interference subspace, 
C ( Hij V j ) .1. Therefore, we can obtain a higher signal-to­
interference ratio (SIR) when the signal and interference sub­
spaces are nearly orthogonal to each other. In that sense, one 
of our objectives can be to minimize an inner product of signal 
and interference components, L,i L, Hi IIV r HIf Hij V j II F· 
Given {Aij}, the problem to find v is given by 

min 

s.t. 

vH (HHH - "'(ipHip) + v + "'('t 

IIvl12 = 1 

(18) 

(19) 

where Si,k denotes a matrix extracting vii) from v. In this 
paper, we set "'(' = slvw This problem is in the complicated 
form so the solution should be found with a numerical opti­
mization method4. By replacing Step 3 of the previous algo­
rithm with the procedure of solving (18 - 20), we can devise 
Algorithm 4. 

4. CONVERGENCE 

In this section, the convergence of the proposed iterative al­
gorithm for interference alignment is established. 

Theorem 1 (Convergence) The iterative least squares algo­

rithms which are based on Equations (9) and (J 3-15) con­

verge. 

Proof Define H({Aij[n - I]}) as the matrix H based on 
{Aij[n - I]}. Then, v[n] at the n-th iteration is given by 

v[n] = argmin IIH( {Aij[n - I]} ) vll (21) 
v 

under the constraint on v of each algorithm. Then, 

I[n] 
> 

IIH( {Aij[n - I]}) v[n] II, 
IIH( {Aij[n]} ) v[n]ll· 

(22) 

(23) 

4In this paper, we used "fmincon" in the MATLAB optimization toolbox 

to evaluate the performance 
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Fig. 1. Total interference leakage into the signal space with 
respect to iteration number at 20 dB SNR when M = 2, N = 
2,K = 3, andd = 1. 

The inequality (23) holds because {Aij [n]} itself is the least 
squares solution that minimizes 

IIHij;Vj'[n] - Hij Vj[n]AijIIF, 
II( I0Hij, ) vec(Vj' [n]) -(Aij0Hij ) vec(Vj [n]) ll, 

for given v[n] = vec( [V1[n], ... , V K[n]]) , and IIHv[n]112 = 
L,i,j �;j [n] (See (10)). From the fact that 

we have 

v[n + 1] = argmin IIH( {Aij[n]}) vll, (24) 
v 

I[n + 1] = I IH({Aij[n]} ) v[n + 1]11:::; IIH( {Aij [n]}) v[n] II. 
(25) 

Combining (23) and (25), we obtain I[n + 1] :::; I[n]. Thus, 
the norm of misaligned interference decreases monotonically 
with the number iteration. Since the norm of interference mis­
alignment is lower bounded by zero, the algorithms eventu­
ally converge by the monotone convergence theorem. • 
Theorem 1 shows the convergence of the proposed iterative 
algorithms via the convergence of the norm of interference 
misalignment. Next, we compare the convergence speed of 
the proposed algorithms and the previous methods in [7]. The 
total interference leakage into the signal subspace defined in 
[7] instead of the interference misalignment is used for per­
formance measure. It is seen in Fig. 1 that the proposed al­
gorithms converges much faster than the previous methods. 
In Fig. 1, "IIA" minimizing interference and "MAX-SINR" 
maximizing SINR donote the iterative interference algorithms 
in [7]. Note that the leakage levels of Algorithms 3 and 4 are 
higher than those of Algorithms 1 and 2 because of the ad­
ditional design goal of increasing the signal power and mini­
mizing the inner product. However, it will be shown later that 
this is not detrimental to the sum rate performance. 
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Fig. 3. Sum rate when M = 2, N = 2, and d = 1. 

5. NUMERICAL RESULTS 

The performance of the proposed algorithms was evaluated 
numerically in terms of the interference leakage into the sig­
nal space and sum rate. Fig. 2 shows the interference leakage 
into the signal subspace for all six algorithms including the 
previous algorithms in [7] after the convergence for the cases 
of M = 2, N = 2, and d = 1 with 20 dB SNR. As ex­
pected, Algorithm 1 yields the least leakage into the signal 
subspace because of having the largest amount of freedom in 
choosing v. MAX -SINR and Algorithms 3 and 4 show higher 
interference leakage since these have additional objectives to 
maximize the signal power and minimize the inner product. 

Finally, we evaluated the sum rate performance of the al­
gorithms. Fig. 3 shows the sum rate performance for the case 
of M = 2, N = 2, and d = 1. In this case, all six al­
gorithms show a linear increase of sum rate with respect to 
(w.r.t.) SNR for K = 3. From this observation, we can see 
that all algorithms guarantee the maximum degrees of free­
dom. When K = 4, the sum rates are saturated due to infea­
sibility of interference alignment. Among the proposed algo­
rithms, Algorithm 4 shows the highest sum rate since it con­
siders three factors, interference misalignment, signal power, 
and inner product, which are related to the sum rate perfor­
mance. Though MAX-SINR shows the highest sum rate, it 

requires lots of iterations and computational complexity. The 
proposed methods have faster convergence and lower com­
plexity than the previous ones while maintaining negligible 
performance loss. 

6. CONCLUSION 

We have considered the interference alignment for K -user 
time-invariant MIMO interference channels. We have pro­
posed new interference alignment algorithms based on an iter­
ative LS approach. The proposed algorithm is most effective 
for the most practical case in which the receivers have two an­
tennas. We have established the convergence of the proposed 
algorithms. It has been shown that the proposed algorithms 
have fast convergence speed while maintaining comparable 
sum rate performance. 
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